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Abstract

We have a limited understanding of how hospitals use labor to produce high

quality medical care but this understanding is central to efficient regulatory de-

sign. This paper estimates a multi-input production model for healthcare quality

and uses the recovered production primitives to study factor misallocation from

minimum nurse staffing regulation. I exploit identifying variation from the 1999

California nurse staffing mandate which established minimum nurse-to-patient ra-

tios in hospitals. I show that nurses and physicians are highly complementary

(near Leontief) in production and show that minimum nurse-to-patient ratios that

do not account for these complementarities increase healthcare labor costs by 1.4

percent holding quality constant amounting to $24 million in costs across hospi-

tals affected by the mandate. Crucially, the within-hospital misallocation depends

on factor market structure in physician and nurse labor markets: a less elastic

physician labor supply is associated with lower misallocation. I recover hospital

productivities and I show that on average there was no across-hospital misallo-

cation of nurses to low productivity hospitals due to the ratio regulation – low

staffing hospitals are as productive as their high staffing neighbors. However, I

find efficiency gains can be made by reallocating nurses to hospitals with higher

severity patients where they are more valuable.
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Low quality hospitals are a source of regulatory concern.1 The question of “how” to

efficiently regulate these hospitals is consequential for production misallocation both within

and across firms – a sizeable literature investigates the linkages between regulation and

misallocation (Restuccia and Rogerson, 2013, Chandra et al., 2023). Efficient regulation is all

the more consequential considering the magnitude of the healthcare sector which constitutes

17 percent of U.S. GDP and employs nearly 10 percent of its workforce.2

In this paper, I evaluate the efficiency of minimum nurse-to-patient ratio regulation which

is among an increasingly popular class of regulations3 aiming to indirectly regulate output

by targeting the provider’s input usage. While the regulation of inputs may be appealing

relative to direct quality regulation,4 it is in theory misallocative because hospitals use mul-

tiple inputs in production (regulation of a single input leads to misallocation across inputs

within the hospital) and hospitals admit different types of patients and have heterogeneous

productivities (regulation leads to misallocation of the regulated input across hospitals).

These dimensions are illustrated in Figure 1.5 The degree of misallocation depends squarely

on the factor market structures and production primitives but we have a remarkably limited

understanding of labor’s role in the production of healthcare quality.

I fill this gap in the literature by empirically estimating a structural value-added pro-

duction model for healthcare quality in hospitals. I construct a model with two important

features: first, the model includes multiple inputs which allows me to study the within-

hospital misallocation across inputs; second, labor productivity varies with both observed

patient type and unobserved hospital productivity which allows me to study the across-

hospital misallocation of nurses to low marginal product hospitals. Crucially, approaching

the problem by estimating the production rather than cost function allows me to evaluate

rather than assume the efficiency of the observed input allocations.

I employ the empirical setting of California hospitals between 1995 and 2008 which is

advantageous for several reasons. First, the sheer size of the industry makes it an interesting

setting with California hospitals delivering medical care to nearly 3 million patients each

1In the U.S., the lowest rated hospitals have in-hospital mortality, short-term complication, and infection rates that are at
least twice as large as those at the highest rated hospitals. See Rosenberg et al. (2016) for these magnitudes.

2See CMS (2024) and BLS (2024), respectively, for the 17 percent and 10 percent figures.
3Minimum nurse-to-patient ratios have received significant attention as a way to regulate low performers. Ratios are in

consideration at the federal and state levels in the U.S. with active bills S.1567 (U.S. Senate), SB240 (Pennsylvania Senate),
and S6855 (New York Senate).

4Input regulation be appealing for several reasons: political feasibility, lower monitoring costs for inputs relative to quality,
and inadvertent consequences of direct quality regulation (Gupta, 2021). With respect to political feasibility – nurse unions
are a notably powerful force and responsible for several political drives for minimum staffing ratios (Semuels, 2014). With
respect to monitoring costs – monitoring quality may be relatively costly because it requires the development and calculation of
risk-standardized quality measures. On the other hand, nurse unions play an active role in monitoring compliance with ratios.
With respect to inadvertent consequences of direct quality regulation – Gupta (2021) finds that nearly half of the average
reduction in readmission due to Medicare’s Hospital Readmissions Reductions Program was due to selective readmission.

5Ratios lead to input misallocation within hospitals if the targeted quality can be achieved at lower cost using a lower level of
the regulated input. Depending on the magnitude of this misallocation, we may prefer alternate policies that do not intervene
in factor decisions. At the same time, ratios lead to misallocation of labor across hospitals if the targeted hospitals have low
marginal products relative to another hospital in close proximity that could treat the same patients. My paper focuses on the
differential in quality gains but acknowledges that the valuation of these gains is important.
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year and employing over 150,000 licensed nurses. Second, California hospitals experienced a

large shift in nurse staffing levels in the early 2000s due to the 1999 California nurse staffing

mandate – one of the first and to-date few pieces of comprehensive legislation on nurse

staffing levels in hospitals. I use the mandate as a rare source of quasi-experimental variation

to credibly identify the production primitives without the strict assumptions over product

market structure unlikely to apply to the hospital industry (Pakes, 1991, Olley and Pakes,

1996, Levinsohn and Petrin, 2003, Ackerberg et al., 2015). Third, I use rich, administrative

patient-level discharge data which allow me to construct risk-adjusted measures of healthcare

quality which credibly the issue of endogenous patient selection into hospitals.

I use the recovered production primitives in conjunction with different factor market

structure assumptions to quantify the within- and across-hospital misallocation as shown in

Figure 1. With respect to within-hospital misallocation, I show that nurses and physicians

are highly complementary (near Leontief) in production and regulation that does not account

for this complementarity leads to within-hospital misallocation of 1.4 percent of healthcare

labor costs equaling $180,000 for the average hospital and $24 million in costs across hospitals

affected by the mandate. This is roughly half of the total healthcare labor cost that hospitals

incurred due to the mandate. Given that healthcare labor markets are widely believed to

be imperfectly competitive, I show that this magnitude changes with different factor market

structure assumptions. Importantly, the within-hospital misallocation is offset by inelastic

physician labor supply which is a realistic feature in the U.S.

With respect to across-hospital misallocation, I show that labor productivity increases

with the severity of the patient population. Nurses and physicians are more valuable when

they are treating more severe patients. Relative to a mandate that does not take into account

differences in patient mix across hospitals, there are allocative gains to be made for specific

pairs of hospitals by reallocating nurses to the hospital with the higher severity patients

where nurses are more valuable. At the same time, I remarkably find that low staffing

hospitals are as productive as their high staffing peers implying no misallocation on this

dimension and suggesting that incentives rather than productivity are the driving factor in

determining input choices absent the mandate.

This paper contributes to a deep literature on productivity in healthcare. The Dartmouth

Atlas and others find wide disparities in health outcomes across healthcare providers (Chan-

dra et al., 2016a,c, Einav et al., 2022, Fisher et al., 2009). Understanding the within-hospital

drivers of productivity differentials across hospitals is central to regulating low performers.

The healthcare literature has focused on inefficient treatment use as a driver of these produc-

tivity differentials (Chandra et al., 2023, Skinner and Staiger, 2015, Chandra and Skinner,

2012, Garber and Skinner, 2008) but labor use is understudied from an efficiency perspective

despite labor’s central role in production and the policy concerns over the need for efficient
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Figure 1: Misallocation Within and Across Hospitals

Notes: In panel (a), I show hypothetical isoquant and isocost curves associated with the quality Qm produced
under the mandate. Nm and Pm represent the nurse- and physician-to-patient ratios used to produce Qm.
However, Qm can be produced at lower cost under isocost curve C1 using the cost-minimizing input vector
{N∗, P ∗} with the difference in costs (C2 − C1) representing the within-hospital misallocation. In panel
(b), I show a hypothetical quality production function for two hospitals in close proximity to one another:
H and L. L is affected by the mandate and shifts nurse staffing from NL

i to Nm while hospital H has an
initial level of Nm and is unaffected. If we consider moving the mandate-induced number of nurses from
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allocation given healthcare labor shortages (KFF, 2023).6 My paper addresses this gap using

methods from the rich industrial organization literature on production functions that allow

me to recover structural objects and quantify misallocation in labor use both absent and due

to regulatory design.

The paper proceeds as follows. First, I construct the risk-adjusted, 30-day hospital-wide

non-readmission rate as my measure of quality using administrative patient discharge data

for California hospitals from 1995-2008. I document descriptive facts about the incidence of

the 1999 California nurse staffing mandate that I leverage to identify the production primi-

tives. Using a difference-in-differences design, I show that the mandate led to a 12 percent

increase in the nurse-to-patient ratio and a 0.7 percent increase in the non-readmission rate

among treated hospitals within one year of implementation. I provide descriptive evidence

that nurses were added to hospitals that varied widely in terms of their existing levels of

patient health and physicians per patient and that there were large changes in the ratio of

nurses to physicians as a consequence of the mandate. Using this identifying variation, I

show evidence of heterogeneous treatment effects of the mandate on quality suggestive of

interaction between inputs: the quality gains were larger for hospitals with more physicians

and with sicker patients.

Next, to understand the underlying mechanisms and quantify the two dimensions of mis-

allocation, I estimate a value-added model of hospital quality production featuring hetero-

geneous productivities across hospitals and flexible elasticities of substitution between the

inputs which is operationalized using a translog parameterization. The industrial organiza-

tion literature has outlined the challenges with the identification of production models due to

the endogeneity of inputs to unobserved firm productivity (Ackerberg et al., 2015). I address

the endogeneity issue using a statistical restriction on the productivity process, fixed effects

to control for the time-invariant component of productivity, and the mandate and lagged

input variables as instruments to address the time-varying component of productivity. I

estimate the model using IV2SLS with fixed effects.

I recover the marginal quality product of nurse labor and the elasticity of substitution be-

tween nurses and physicians from the production estimates. I find that nurse and physician

labor are highly complementary in the production of quality with an elasticity of substitution

ranging from zero (“perfect complements”) to 0.2 depending on the input levels.7 High com-

plementarity between the inputs reconciles prior estimates of large negative consequences of

negative staffing shocks (Friedrich and Hackmann, 2021, Gruber and Kleiner, 2012, Propper

and Van Reenen, 2010) and muted positive consequences of positive staffing shocks. Consis-

6The provision of healthcare is labor intensive and labor costs are estimated to make up two-thirds of total healthcare
expenditures (World Health Organization, 2000)

7The elasticity of substitution between nurses and physicians is the percent change in the nurse to physician ratio divided by
the percent change in the physician to nurse marginal product ratio. A low elasticity of substitution indicates that even large
changes in the relative marginal products do not lead to large changes in labor allocations.
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tent with reduced-form evidence (Chan and Chen, 2022), I find that nurses and physicians

are more substitutable when patients have less severe cases. I find that labor per patient

and patient health are substitutable and that the marginal product of nurse labor decreases

in patient health. Intuitively, nurses are more valuable in settings where patients have more

severe cases.

I validate the production model using the reduced-form treatment effects of the mandate

estimated from a difference-in-differences model. I show that the implied quality effects from

feeding the reduced-form treatment effect of the mandate on nurse staffing into the structural

model at different levels of physicians and patient health are qualitatively consistent with

the reduced-form effects from the difference-in-differences model.

Using the recovered primitives, I estimate the magnitude of the within-hospital misal-

location between nurses and physicians by solving a cost-minimization problem in which

the hospital chooses the levels of nurses and physicians per patient to produce a mandated

quality with and without a minimum staffing ratio regulation. I impose a mandated quality

set at the average quality effect of the California mandate (a 0.5 percent increase in non-

readmission relative to the pre-period non-readmission rate) and set the minimum staffing

ratio threshold at the median of the pre-period nurse staffing level implying similar incidence

to the California mandate. My findings from the counterfactuals indicate that one-fifth of

the hospitals are unable to improve quality by 0.5 percent absent productivity gains implying

that any regulation that targets labor even jointly would be misallocative for this subset.

For the remainder of hospitals I compare the cost-minimizing and staffing mandate scenarios

and find that ratios increase healthcare labor costs by 1.4 percent holding quality constant

amounting to $24 million in costs across hospitals affected by the mandate. When hospitals

are given the option to choose the input mix, they prefer to increase the nurse and physician

ratios by nearly equal percentages, consistent with fixed-proportions production.

I highlight that the estimated magnitude of the misallocation assumes efficient allocation

of nurses and physicians absent the regulation. The model implies that the efficient ratio

of full-time equivalent nurses to full-time equivalent physicians engaged in patient care is

around 2.70-2.90. Prior to the mandate, I estimate that the mean of this ratio among treated

hospitals was 3.12 with an interquartile range of 1.51 to 4.02 indicating a significant number

of hospitals for whom the nurse to physician ratio was already inefficiently high. In this way,

the model provides insights into why the mandate improves quality for some hospitals and

not others and highlights the role of pre-existing levels of other inputs in driving the quality

gains.

Finally, I use the recovered productivities to assess the magnitude of across-hospital mis-

allocation. If we hold fixed the number of nurses added due to the regulation and change

their allocation across hospitals could we produce higher quality of care? I consider the
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counterfactual that the nurses added to hospitals treated by the mandate are instead added

to the nearest untreated hospital within 10 miles. I document that less than one-third of

treated hospitals have an untreated hospital within 10 miles. For these hospitals, my model

implies an average 1.1 percent gain in quality from the mandate compared to an average 0.7

percent counterfactual gain at the untreated hospitals (0.4 percentage point differential). I

therefore find no evidence of misallocation on average owing to the fact that treated hospitals

have lower nurse staffing levels and comparable productivities to untreated hospitals. There

are, however, allocative improvements that can be made for specific pairs of hospitals located

in densely populated counties where the untreated hospitals admit higher severity patients.

This paper contributes to two main literatures. First, I contribute to a deep literature

on hospital productivity. Several aforementioned papers document the wide disparities in

productivity across healthcare providers and study the role of inefficient treatment use in

driving these productivity differences. Labor use is understudied from an efficiency per-

spective despite labor’s central role in production. A large literature estimates the quality

returns to the use of specific inputs including nurse labor (Gupta, 2021, Bloom et al., 2015,

Raja, 2023, Friedrich and Hackmann, 2021, Bartel et al., 2014, Gruber and Kleiner, 2012,

Propper and Van Reenen, 2010, Chan and Chen, 2022, Chandra et al., 2023, Skinner and

Staiger, 2015, Chandra and Skinner, 2012, Garber and Skinner, 2008). However, absent

knowledge of how the returns to the input in question vary with its level, other inputs, and

the firm’s productivity we cannot study the efficiency of these allocations. Notably a few

papers study how the returns to physicians vary based on the hospital’s productivity and

the implications for the allocation of physicians across hospitals (Mourot, Mourot, Huckman

and Pisano, 2006). Relative to these papers, I focus on the interaction between physicians

and nurses and patient case mix in addition to physicians’ interaction with the hospital’s

productivity.

Importantly, my paper uses methods from the rich industrial organization literature on

production functions which have had limited application to the study of healthcare quality

(Romley and Goldman, 2011, Grieco and McDevitt, 2017, Gertler and Waldman, 1992).8 By

allowing for flexible elasticities of substitution between multiple inputs and heterogeneous

productivities across hospitals, my model captures to greater extent the organizational com-

plexity of the hospital and the interaction between inputs in the production of medical care

quality. 9 These modeling choices allow me to uncover the interaction between nurses,

physicians, and patients and show that the organizational structure of the hospital affects

the returns to the staffing mandate.

8Lee et al. (2013) do not consider hospital quality but estimate a hospital revenue production function from which they
consider the marginal products of information technology inputs. Chandra and Staiger (2020) allow the hospital’s treatment
use to vary as a function of its productivity.

9Health services research has highlighted the coordination and interaction between nurses and physicians in providing care
(Havens et al., 2010).
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Second, I build upon the body of empirical work testing for misallocation within and across

firms (Restuccia and Rogerson, 2013) by focusing on the design of input regulation which

are considered in several regulated industries including education (minimum class sizes)

and environmental markets (technology standards). Minimum staffing ratios in healthcare

are notable in their own right and are under wide legislative consideration in the U.S. but

understudied from an efficiency angle. I follow papers in the macroeconomics and industrial

organization literatures by estimating the underlying production or cost primitives and using

the recovered primitives to assess the misallocation relative to an efficient benchmark (Hsieh

and Klenow, 2009, Asker et al., 2019). This approach also allows me to test for within-firm

misallocation contributing to several papers in healthcare which estimate misallocation in

treatment use (Chandra et al., 2023, Skinner and Staiger, 2015, Chandra and Skinner, 2012,

Garber and Skinner, 2008). My findings have implications for the growing policy concerns

associated with labor allocation within healthcare and between healthcare and other sectors

(CHCF, 2021).

The remainder of the paper proceeds as follows. Section 2 introduces the data and provides

a description of production in the hospital setting and the measurement of quality and inputs.

Section 3 highlights the reduced-form findings that inform the structural model of production.

Section 4 presents the structural model and parameterization. Section 5 discusses the model

identification and empirical strategy. Section 6 presents the results from the estimation of

the model and recovers the production primitives. Section 7 presents the results on within-

and across-hospital misallocation. Section 8 concludes.

I. Data, Measurement, and Setting

In this section, I provide descriptions of the data sources, production in the hospital setting,

and how I measure quality and inputs. This section serves several purposes. In addition to

providing an introduction to the data sources, it provides an overview of hospital production

that directly informs the assumptions that I make to identify and estimate the structural

model in Section 5. Given the complexity of hospital quality measurement, it also provides

a detailed description of the clinical measure that I use for hospital quality (30-day hospital-

wide non-readmission) and discussion on why it is the appropriate outcome to use with

respect to the research question at hand.

A. Data Sources

I use data from three main sources from 1995-2008. First, I use financial reporting data

from the California Department of Healthcare Access and Information (HCAI)’s Hospital

Annual Financial Disclosure Reports to measure input use at the hospital unit level for
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each hospital and year. The data are desk-audited and notable for their granularity and

detail – these data report patient volumes, capacity, revenues, nurse and administrative

labor hours, and expenditures on labor, materials, and capital for each inpatient hospital

unit (e.g. Medical/Surgical Acute Care) of reporting hospitals. Hospital characteristics

including ownership type, medical staff numbers and specialties, and services inventories are

reported at the hospital level. Notably, these data have been used in other papers to study

the effects of the nurse staffing mandate (Raja, 2023, Cook et al., 2012, Spetz et al., 2013,

Mark et al., 2013, Munnich, 2014), to estimate a cost function for hospital quality (Romley

and Goldman, 2011), and to study the returns to information technology by estimating a

revenue production function (Lee et al., 2013).

Second, I link these data to administrative patient discharge data on California hospitals

which include patient characteristics, date of admission and discharge, and primary and

secondary diagnoses and procedure codes for each discharge at a California hospital between

1995-2008. These data allow me to construct my measure of hospital quality (30-day hospital-

wide non-readmission rate) and risk-adjust the measure for each hospital and year. As far

as I am aware, no other paper has linked these patient level health data with the financial

reporting data. In the future, I plan to link these patient discharge data to death records in

order to observe out-of-hospital mortality following inpatient stays and study risk-adjusted,

30-day survival rates as an additional clinical measure of quality.

Third, I use external data on the two sources of quasi-experimental variation that I use

to identify the production primitives. I use the Dartmouth Atlas of Healthcare’s publicly

available hospital tracking file to compile a panel of hospital closures, mergers and acquisi-

tions, and participation in CMS’s Critical Access Hospital (CAH) program. I use data from

the California Department of Health on the levels and timing of the 1999 California nurse

staffing mandate.

B. Production in the Hospital Setting

Hospitals

Hospitals produce patient volumes (quantity) and clinical outcomes (quality) for patients

with a myriad of initial diagnoses. For example, hospitals produce 30-day survival and

30-day non-readmission rates (two clinical outcomes that serve as measures of quality) for

heart attack patients, pneumonia patients, and post-operative patients using labor, capital,

and materials per patient. In this paper, I focus on a balanced panel of 208 non-federal,

short-term general acute care (GAC) hospitals in California that report patient days in the

Medical/Surgical Acute Care unit for each of the thirteen years in my sample between 1996-
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2008.10 The year 1995 is used solely as a one-year lookback period to conduct risk-adjustment

for patients admitted in 1996. The descriptive statistics for these hospitals for 1996-2002,

the period prior to the implementation of the California nurse staffing mandate in 2003, are

displayed in Table 1 according to the nurse-to-patient ratio distribution.

Size – The average hospital in my sample reports roughly 56,000 inpatient days and 10,000

inpatient discharges annually. The interquartile range is from 4,000 to 15,000 discharges an-

nually implying significant dispersion in size. My sample includes hospitals designated as

small and rural hospitals by the California Department of Health and those designated as

CAH hospitals by CMS. Both designations indicate hospitals that serve a critical purpose of

providing healthcare access to rural populations.

Service lines – The hospitals in my sample have multiple acute and intensive care units.

Examples of acute care units include Medical/Surgical Acute Care, Definitive Observation,

and Obstetrics Acute. Examples of intensive care units include Coronary Care and Med-

ical/Surgical Intensive Care. Intensive care units are used for treating patients of higher

severity relative to acute care units and most GAC hospitals (97 percent) have at minimum

a Medical/Surgical Acute Care unit and a Medical/Surgical Intensive Care unit. The Medi-

cal/Surgical Acute Care unit has the largest share of total inpatient days at 48 percent and

an interquartile range falling between 34 and 63 percent. 11 However, beyond these two units

the service line offerings vary across hospitals. The other units with the highest likelihoods

of being offered are Definitive Observation (42 percent of hospitals) and Coronary Care (28

percent of hospitals).

In this paper, I focus on value-added production in the Medical/Surgical Acute Care

unit (hereafter “acute care”). The focus on acute care allows me to exploit the exogenous

shock in my setting which affected acute rather than intensive care nurse labor. Intensive

care nurse-to-patient ratios have been in place in California beginning in the 1976-1977 fiscal

year (Spetz et al., 2000) whereas ratios for acute care were established by the 1999 California

nurse staffing mandate and implemented in 2003.12

10Federal hospitals administered by the Veterans Administration, Department of Defense, or Public Health Service are
exempt from California state reporting requirements for patient discharges by because they are not subject to state licensure.
Kaiser hospitals were not required to submit hospital financial reporting data separately for their separate facilities until 2022.
Therefore both federal and Kaiser hospitals are excluded from this analysis.

11In comparison, for hospitals with an intensive care unit, intensive care patient days made up 8 percent of the total inpatient
days with the interquartile range falling between 5 and 10 percent. It should be noted that the share of total inpatient days
associated with each hospital unit is close but not equivalent to the revenue share of each unit. In the average hospital-year, acute
care revenues made up 40 percent of total revenue (interquartile range of 29-54 percent) whereas intensive care revenues made
up 16 percent of total revenue (interquartile range of 12-20 percent). Given the majority of payments are made prospectively
rather than on a cost-basis, the mismatch likely reflects the fact that the average patient in intensive care is higher severity and
therefore the payor pays higher reimbursement for this patient’s inpatient stay relative to the average patient in acute care.

12The parameters of interest to the audience may differ relative to the ones estimated in this paper if the policy of interest
aims to increase nursing in intensive care units. Prior work estimating the returns to nursing (Friedrich and Hackmann, 2021,
Gruber and Kleiner, 2012, Propper and Van Reenen, 2010) have not limited to nurse labor in acute care specifically therefore
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Ownership and market structure – The hospitals have a range of ownership types and are

located in markets with varied demand and competitive conditions. The majority of the 208

hospitals in my sample are not-for-profit owned (149 hospitals are not-for-profits at some

point in the sample period) with far smaller numbers owned by investors (36 hospitals) or

the government be it the state, county, city, or district government (47 hospitals). Slightly

more than 20 of the hospitals changed ownership over the sample period. These hospitals

are located in markets with varied market structures - at one extreme, CAH hospitals are by

definition located at least 35 miles from the nearest hospital and at the other, a number of

hospitals in populated counties such as Los Angeles and San Francisco are located within a

few miles of the nearest hospital. These heterogeneities in ownership and market structure

may give rise to heterogeneous incentives to provide quality.

Quality

I measure quality as the risk-adjusted 30-day, hospital-wide non-readmission rate reported

in Table 1.

Clinical outcome – I focus on readmission for a few reasons. First, readmission is likely

to be sensitive to acute care staffing choices. Most patients spend significant time in acute

care with patient days in acute care making up 85 percent of the patient days shared by the

acute and intensive care units. Patients that spend time in multiple units are discharged

from the hospital from acute care with discharges from acute care making up 93 percent of

hospital discharges made from one of the two units. According to practitioners, the end of the

inpatient stay is a particularly critical time for monitoring and discharge planning to avoid

readmission. Nurses in particular play a well-documented role in preventing readmission

(Needleman and Hassmiller, 2009).

Second, readmission is frequently studied by economists, for example in Friedrich and

Hackmann (2021), Chandra et al. (2016b), and Gupta (2021), and by using readmission as

the outcome I can more easily benchmark my findings to that of prior work.

Third, readmission is of consequence to regulators. Readmission is considered a “costly

and often preventable event” with one-fifth of Medicare beneficiaries re-hospitalized within

30 days of discharge in 2003-2004 and one estimate that CMS spent more than $17 billion on

payments for readmissions made within 30 days of discharge in 2004 (Horwitz et al., 2012,

Jencks et al., 2009). As a result, CMS has several programs aimed to lower hospital readmis-

sion rates. As a part of the Hospital Inpatient Quality Reporting Program, CMS publicly

the underlying primitives driving the results in prior work may not be directly comparable to the ones I estimate.
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reports hospital level risk-adjusted readmission rates for several diagnosis cohorts on its

Hospital Care Compare website. Additionally, the Affordable Care Act of 2012 established

several Medicare value-based purchasing programs including the Hospital Readmissions Re-

ductions Program which ties hospitals’ Medicare reimbursements to their readmission rates

for specific diagnosis cohorts.

Patient population – I use a broad (“hospital-wide”) patient population rather than a sin-

gle diagnosis cohort (e.g. acute myocardial infarction) for a few reasons. In an ideal world,

I would be able to observe the inputs allocated to each patient but given the limitations of

the data I can only observe the average inputs per patient. To keep the inputs and outcomes

at the same level, I aggregate the patient population across diagnosis cohorts. Intuitively,

hospitals choose inputs to reflect the entire patient population rather than a single diag-

nosis cohort and the model should reflect this feature of production as closely as possible.

Using a broader patient population additionally allows me to speak to broader implications

of staffing decisions beyond a single cohort.13 Finally, an aim of this paper is to model the

interaction between patient case mix and labor per patient and this requires variation in

diagnoses across the patient population. Details of the construction of the 30-day, hospital-

wide non-readmission rate are included in the Appendix.

Risk-adjustment – A primary reason that production of healthcare quality is distinct

from production of output in most other markets is that the patient who receives the output

of production is also an input. A patient who is admitted to a hospital has a number

of characteristics that could yield them more or less risky to the hospital for producing

the quality outcome compared to other patients. The non-random sorting of patients to

hospitals is known as the “selection in” problem and is commonly referred to in the healthcare

literature (Chandra et al., 2023).

I address the observable heterogeneity in patient mix in two ways. First, I risk-adjust

hospital quality for age, gender, race, and history of inpatient care consist with the health-

care literature. Prior work analyzing health outcomes at the level of the diagnosis cohort

has excluded admissions in which the patient has had with an inpatient stay for the same

condition within the prior year (Chandra et al., 2016a, Friedrich and Hackmann, 2021) or

within shorter time frames (Gupta et al., 2021). Given my patient population is broader

than a single condition, I follow best practices by excluding any admission in which the

patient had an inpatient stay for any condition within the prior year.14

13If we could observe the inputs at the patient level, the estimation of a production model at the diagnosis cohort level can
be advantageous if we expect the relationships between inputs and clinical outcomes to vary across cohorts or if we wish to
adjust outcomes for individual-related risks but the determinants of risk vary across cohorts. For example, prior history of heart
disease to be a larger risk factor in 30-day non-readmission for heart attack patients relative to other patients.

14As a consequence, my sample of admissions has a much higher average rate of non-readmission of around 90 percent
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In addition to excluding patients based on their history of inpatient care, I residualize the

non-readmission rate using age, gender, and race interaction terms at granular age buckets

as in the literature (Grieco and McDevitt, 2017). I regress the non-readmission rate on these

interaction terms and recover the sum of the constant and residuals from the estimated

equation which I term the risk-adjusted, non-readmission rate. In Appendix Figure A.1, I

show the distributions of the non-readmission rate and the risk-adjusted non-readmission

rate for this sample. Given that my hospital level quality measures are constructed from the

patient level discharge data, I will be able to conduct robustness and make modifications on

the risk-adjustment procedure in the future if needed.

Second, I explicitly model the relationship between risk-adjusted hospital quality and

the inverse of CMI (which I term “patient health”) in my production model. While the

risk-adjustment step controls for variation in hospital quality due to variation in age, race,

gender, and history of inpatient care, it does not address the variation in hospital quality

due to variation in diagnoses and co-morbidities which are captured by the CMI. 15 In a

departure from the existing literature, I do not assume that production is multiplicatively

separable in patient health and instead estimate the elasticity of substitution between patient

health and labor per patient. As I discussed earlier, recovering the substitutability between

patient health and labor per patient is of importance for regulatory design.

Table 1 shows that both the factors used in risk-adjustment and the CMI vary widely

across hospitals. Table 1 indicates variation in the CMI across the nurse-to-patient ratio

distribution and indicates variation between the risk-residualized and non-residualized qual-

ity measures. Consistent with expectations, I find that patient characteristics are correlated

with observable characteristics of hospitals including not-for-profit ownership, small or rural

hospital status, and teaching hospital status.

Inputs in Production

In this sub-section, I discuss the three inputs of interest (nurse labor, physician labor,

patient health) and licensing restrictions between nurses and physicians which are an impor-

tant institutional feature that governs the production relationships.

Nurse labor – Nurse labor is reported for each hospital unit, hospital, and year in hours of

clinical nursing time. Reported hours are total paid hours including overtime less hours not

on the job (vacation, sick leave, holidays, and other paid time-off). In California and most

other U.S. states, there are two types of licensed nurses (Registered Nurses and Licensed

compared to the 80 percent rate that I obtain when I include patients with a history of inpatient care.
15The measure of hospital quality and CMI do not cover identical patient populations because I restrict my quality measure

to patients that had not been admitted to an inpatient stay in the past year.
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Table 1: Descriptive Statistics for California Hospitals from 1996-2002

Nurse-to-Patient Ratio Distribution

Bottom 25 25-50 50-75 Top 25

Hospitals 52 52 52 52
Annual discharges 9,367 10,368 10,993 9,433
Annual inpatient revenue ($) 60,769,720 78,174,402 77,836,713 77,893,051
Acute share of revenue 0.366 0.401 0.417 0.448
Case Mix Index 1.03 1.08 1.10 1.14

Hospital-wide discharges
Hospital-wide 30-day non-readmission rate 0.902 0.897 0.887 0.897
Hospital-wide risk-residualized rate 0.970 0.968 0.966 0.973
Hospital-wide length of stay 3.407 3.510 3.496 3.544

Inputs in acute care
Nurses per 1,000 patient days 2.196 2.443 2.725 3.230
Physicians per 1,000 patient days 1.091 1.289 1.295 1.233
Materials expenditures per 1,000 patient days ($) 4,403 3,531 3,872 4,120
Capital expenditures per 1,000 patient days ($) 433,019 468,360 541,930 580,107
Patient care costs per 1,000 patient days ($) 399,171 473,644 547,243 626,019

Hospital characteristics
Share church or non-profit 0.654 0.596 0.692 0.731
Share investor-owned 0.115 0.192 0.154 0.096
Share teaching hospitals 0.038 0.096 0.115 0.154
Share small/rural hospitals 0.173 0.115 0.135 0.212

Notes: This table includes the 208 hospitals in my balanced panel sample from 1996-2008. Hospitals are grouped
into quartiles of the nurse-to-patient ratio distribution based on their average values from 2000-2002 (prior to the
implementation of the California nurse staffing mandate in 2003). I follow CMS in the exclusion criteria for index
admissions in the sample construction for the non-readmission rates (Horwitz et al., 2012) and additionally exclude
admissions in which the patient had an inpatient stay for any condition within the prior year. The risk-adjusted rate
is the residualized rate after controlling for interacted age, gender, and race indicators. Patient care costs include the
costs accrued directly to the hospital unit and costs accrued centrally and then allocated to the unit.
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Vocational Nurses) where RNs are the higher-skilled and higher-licensed nurse.

I aggregate RN and LVN labor in my analysis given that the majority of nurse labor in

the hospital comes from RNs and their share of total nursing hours has only grown over time.

In Appendix Table A.1, I present the average numbers of physicians and nurses for hospitals

according to their location in the staffing distribution. Over 85 percent of nurses employed

in the California hospital setting between 1996-2002 (prior to the mandate) were RNs.16 By

2019, 90 percent were RNs indicating that the presence of vocational nurses is small.17

I aggregate the number of nurse hours to the number of nurses under the assumption that

one nurse works 40 hours per week for 52 weeks of the year.18 I then divide the number of

acute care nurses by the number of acute care patient days and multiply by 1,000 days to

obtain the nurses per 1,000 patient days.

The average hospital-year between 1996-2008 has 2.88 nurses per 1,000 patient days im-

plying a nurse-to-patient ratio of 0.250. This average was far lower in the period prior to the

mandate’s implementation (0.222) compared to the period after implementation (0.287) but

the dispersion across hospitals remained stable indicating that the hospital’s input demand

increased independently of the mandate on the upper end of the staffing distribution. The

interquartile range in 2002 was 0.200-0.273 and in 2004 was 0.231-0.307.

Physician labor - Physician labor is reported for each hospital and year in terms of the

number of “active medical staff” affiliated with the hospital at the end of the reporting period.
19 Active medical staff refer to hospital-based and non-hospital-based physicians that are

voting members of and can hold office in the Medical Staff organization of the hospital (HCAI,

2003). Of the five categories of physicians who work in a hospital (attending, associate,

house staff, courtesy, and consulting), only courtesy and consulting staff are excluded from

the active medical staff category. The number of active medical staff therefore reasonably

captures physician labor employed in patient care.

Given that the number of physicians is reported at the hospital level, I use the revenue

share in acute care to allocate the number of physicians per patient to the unit level. I

16RNs may be more useful than LVNs in hospitals due to a better match between the higher training their receive and the
higher severity of the inpatient hospital setting relative to home health or nursing home settings which also employ licensed
nurses. The fact that the highest staffing hospitals (also the highest patient severity hospitals) in Table A.1 have the highest
RN share of total nursing staff is supportive of this match effect.

17Depending on the setting there may be a need to study the quality returns to the two types of nurses separately. For
example, states where licensing restrictions are less stringent and/or lower-skilled nurses make up a larger part of the hospital
workforce.

18The HCAI hospital financial accounting manual advises hospitals to use this assumption to convert hours to number of
full-time equivalent employees.

19In California, regulation prohibits the majority of hospitals from directly employing physicians. The exceptions are county
hospitals and teaching hospitals. Therefore most physicians are organized in physician practice groups that contract with
hospitals and hospitals are not required to report these expenditures directly in the hospital reporting form. It is only specific
types of physician contract arrangements (reported on Page 2 of the hospital reporting form) that require physician fees to be
reported as expenditures to contractors. Given that these are not observed it is not known what proportion of physician fees are
being reported by the hospital and therefore cannot be relied upon for measurement. The reported numbers of active medical
staff on the other hand include all physicians regardless of whether they are employed directly by the hospital or not.
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multiply the number of physicians for each hospital and year by the acute care share of total

inpatient revenue, divide the resulting number by the number of acute care patient days,

and then multiply by 1,000 days to obtain the physicians per 1,000 patient days. 20

The measure of the number of physicians affiliated with a hospital is not directly compa-

rable in terms of time spent on patient care to the measure of the number of nurses employed

by a hospital without making two adjustments. First, physicians do not necessarily work

full-time in the hospitals with which they are affiliated as active medical staff but the num-

ber of nurses is constructed under the assumption of full-time equivalent hours.21 My data

report 124,542 active medical staff physicians in 2006 across the hospital-years of the un-

balanced sample which still excludes Kaiser and federal hospital physicians. I compare this

to aggregate data on the number of licensed physicians actively involved in patient care in

California in the same year (49,753) from the California Health Care Foundation to obtain

the number of full-time equivalent physicians represented by one affiliation (0.40). Second,

while the nursing hours are comprised of only clinical hours not all physician time spent in

the hospital is spent on direct patient care. I therefore apply the reported share of patient

care from the external source (0.56) to the physician FTEs. 22 The resulting numbers are

reported in Table 1.

The average number of FTE physicians in direct patient care per 1,000 patient days (here-

after “physicians per patient”) in a hospital-year in the sample is 1.05 with an interquartile

range of 0.67-1.58. The average and interquartile range for the number of active medical

staff physicians assigned to acute care are 85 and 41-162.

The California financial reporting data are appealing because, as far as I am aware, there

is a lack of data available to researchers on physician time at the hospital and year level.
23 We may be concerned, however, that hours worked by the average active medical staff

physician varies across hospitals in systematic ways. This would lead to non-classical mea-

surement error in the independent variable if the model used across-hospital variation for

identification. I have two comments here: first, my model relies solely on within-hospital

variation for identification and consequently the concern over retrieving consistent estimates

depends only on the gap between the proxy and true physician time being correlated with

time-varying unobservables within the hospital. Second, the financial reporting data have

the granularity for robustness checks on this dimension. For each hospital and year, I can

20The HCAI hospital financial accounting manual uses the revenue share of the hospital unit to allocate costs associated with
physicians from the hospital level to the unit level. Specifically, the costs listed in the columns associated with Page 18, line
255 are then allocated to the according to the statistic on Page 19, Column 11 (gross patient revenue).

21Several California hospital bylaws indicate that active medical staff must have “regular involvement in patient care” but
these requirements are far below full-time.

22The HCAI hospital financial data has a section that requires the reporting of physicians’ time spent on various activities
for hospitals that employ salaried physicians. The average time spent on direct patient care as a function of the total is around
80 percent for salaried physicians.

23Survey data from the American Medical Association and proprietary data sources with physician hours are generally not
linked to hospitals and the latter are furthermore available beginning only in the mid-2000s. Other papers that have used
measures of physician time rely on the Veteran’s Affairs hospitals for example Chan and Chen (2022).
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observe the number of physicians by hospital- vs. non hospital-based vs. resident vs. fellow,

board certification status (board-certified, board-eligible, other), and each of 42 specializa-

tions which would allow me to link these figures with external data on physician hours worked

at the board certification and specialization level (Leigh et al., 2010). The breakdowns by

all categories other than specialization are shown in Appendix Table A.1.

Licensing restrictions – Licensing restrictions and the resulting “scope of practice” for

nurses in the inpatient hospital setting drive the production relationships that I analyze in

this paper. The degree of substitutability between nurses and physicians in the production

of quality depends on two factors: (1) the degree of overlapping tasks between nurses and

physicians; and (2) the quality returns to the tasks that nurses perform (whether overlapping

or not). With respect to overlapping tasks, RNs were not allowed to practice independently

of physicians in the inpatient hospital setting during my sample period.24 The Califor-

nia Nursing Practice Act states that RNs require physicians’ orders to perform dependent

activities including administering medications and therapeutic agents and require written

authorization at the provider-level to perform interdependent functions that overlap with

medical practice. These interdependent functions which are termed “beyond the usual scope

of nursing practice” include diagnosing disease, prescribing medication or treatment, and

penetrating or severing tissue (California Nursing Practice Act, 2012). Even if licensing re-

strictions allow nurses to perform the same tasks as physicians there is evidence that nurses

yield lower quality returns than physicians (Chan and Chen, 2022).

Patient health (inverse of the Case Mix Index) – As mentioned in Section 2.2.3, I model

the relationship between quality and patient health using the inverse of the Case Mix Index

(CMI) which is calculated by HCAI for each hospital and year beginning in 1996. I use the

inverse of the index so that quality production is increasing in the input. I discuss details

on the calculation of the CMI in the Appendix.

II. Descriptive Evidence on the California Mandate

In this section, I present reduced-form evidence of the treatment effects of nurse labor on

hospital quality using quasi-experimental variation in nurse labor from the 1999 California

nurse staffing mandate. The identifying variation that I highlight in this section will be used

to identify the structural model in Section 4.

The 1999 California nurse staffing mandate (AB 394) imposed minimum nurse-to-patient

24State-level changes over the past decade including in California have loosened the practice restrictions on high-skilled
Registered Nurses with a Nurse Practitioner (NP) license and allowed them to practice as independent practitioners. See Chan
and Chen (2022). The proliferation of NPs is more widespread in the primary care setting than in the inpatient setting.
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ratios in the acute care units of GAC hospitals. As noted earlier, intensive care units were

already required to maintain legislated ratios beginning in the 1970s (Spetz et al., 2000). AB

394 directed the California Department of Health to establish the ratios following a public

comment period and the ratios were announced on January 2002 for initial implementation

dates for the Medical/Surgical Acute Care unit of January 2004 for a ratio of 0.16 and

January 2005 for the final ratio of 0.2 (Raja, 2023). The staggered implementation deadlines

afforded hospitals extra time to reach the final ratio.

A. Average treatment effect on quality

I estimate the average treatment effects of the mandate on nurses per patient and risk-

adjusted non-readmission. I follow Raja (2023) in defining hospitals as treated by the man-

date if they have an average nurse-to-patient ratio of below 0.25 between 2000-2002. 25 I

estimate the following event-study specification for yht as the log of nurses per 1,000 patient

days and the log of the risk-adjusted non-readmission rate

yht = β0 +
∑

t̸=2003

βt{Y EARt = t} ∗BELOWh + γh + ξt + ϵht(1)

where BELOWh is an indicator variable for the treatment that takes on a value of one if

the hospital had an average nurse-to-patient ratio of below 0.25 in 2000-2002, and βt are the

treatment effects of interest for years following the excluded year 2003, and γh and ξt are

hospital and year fixed effects.

In Appendix Figure A.2, I plot the raw means of nurses for the treated and control

hospitals and the estimated treatment effects βt from the estimation of Equation 1 with

nurses per patient as the outcome variable. Appendix Figure A.2 shows that the mandate

led to a 12 percent increase in acute care nurses per patient at treated hospitals within one

year of implementation. In Figure 2, I plot the treatment effect for the risk-adjusted non-

readmission rate. The corresponding event-study estimates are also presented in Appendix

Table A.2. My findings indicate that the mandate had a statistically significant effect on the

non-readmission rate at treated hospitals with a magnitude of 0.7 percent within one year

of implementation. 26

25I use 0.25 rather than the mandated 0.2 because I observe the nurse-to-patient ratio as an annual average and suppose that
the incidence was broader given the need to abide by the 0.2 at all times rather than on average over the year. Raja (2023) finds
that the effects of the mandate are estimated to be similar if research design uses a 0.2 threshold to assign treatment instead.

26To benchmark the magnitude of these findings to the literature, Gupta (2021) finds that the Hospital Readmissions Reduc-
tions Program, Medicare’s value-based purchasing program which links reimbursements to readmission rates, led to a 5 percent
decline in the readmission rate with approximately 40-50 percent of the decline in the probability of readmission explained by
more stringent readmission policies for patients returning within 30 days.
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Figure 2: Event-Study Estimates of the Effect of the Mandate on Log Non-Readmission

Notes: This figure plots coefficients βt and 95 percent confidence intervals from Equation 1 with the log of
the risk-adjusted non-readmission rate as dependent variable. Standard errors are clustered at the hospital
level. The mandate leads to an average quality effect of 0.7 to 1 percent between 2005 and 2008.

B. Heterogeneous treatment effect on quality

Notably, the mandate did not direct hospitals to hire other (potentially complementary)

inputs and did not account for the heterogeneity in pre-existing levels of physicians or patient

health at treated hospitals. I do not find a statistically significant increase in the number of

physicians per patient due to the mandate. In Figure 3, I present histograms of the nurse

and physician per 1,000 patient days across hospitals in 2000 and 2008 for treated hospitals.

Figure 3 illustrates that the distribution of nurses is shifted significantly to the right but the

distribution of physicians remains relatively stable. In Appendix Figure A.3, I produce the

same graph for untreated hospitals.

However, nurses were added to hospitals that varied widely in terms of the levels of

patient health and physicians per patient. In Appendix Figure A.4, I plot nurse staffing and

physician staffing per patient in panel (a) or patient health in panel (b) in 2000 (in red)

and in 2008 (in purple) for the treated hospitals. The fitted lines represent the estimated

correlations between nurse and physician staffing in each year. In both panels, hospitals

across the distribution received a positive shock to nurses. In panel (a), the comparison

between the relatively flat slope in 2000 and the steeper one in 2008 indicates that the

magnitude of the shock was differential across the distribution.

I use this identifying variation to estimate heterogeneous treatment effects of the mandate

on quality and study the interaction between nurse labor and these other inputs. Accord-

ing to Seidman (1989)’s definition of “q-complements”, two inputs are complements if the
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(a) Nurses Per Patient in 2000 vs. 2008

(b) Physicians Per Patient in 2000 vs. 2008

Figure 3: Input Use in 2000 vs. 2008 for Hospitals Treated by the Mandate

Notes: In panel (a), this figure shows the histogram of hospitals treated by the mandate according to the
number of nurses per 1,000 patient days prior to the mandate in 2000 (red) and after the mandate in 2008
(blue). In panel (b), I do the same for physicians per 1,000 patient days which represent the physician FTEs
constructed using patient care time. Taken together, the figures indicate that the mandate led to a large
shift in the ratio of nurses to physicians.
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marginal product of one input increases in the level of the other and they are substitutes

otherwise. 27 I estimate the difference-in-differences model shown in Equation 2 which allows

for heterogeneous treatment effects based on the levels of other inputs

(2)

yht = β0 + β1BELOWh ∗ POSTt + β2BELOWh ∗ POSTt ∗ ln(xiht) + β3ln(x
i
ht) + γh + ξt + ϵht

where xiht for i ∈ {h, p} represents patient health or physicians per patient in hospital h in

year t, respectively. β1 represents the average treatment effect of the mandate on hospitals

with ln(xiht) = 0 or xiht = 1. β2 represents the heterogeneous treatment of the mandate based

on the patient health or physician per patient level.

In Table 2, I present the results from the estimation of Equation 2. Column 1 indicates

that the treatment effect increases in the number of physicians per patient. The average

treatment effect for hospitals with ln(xpht) = 0 (one physician per 1,000 patient days) is a 0.003

log points reduction in the non-readmission rate (0.3 percent) and statistically insignificant.

For the treated hospital with the average number of physicians, ln(xpht) = 1.50 and the

treatment effect is a 0.006 log points increase (0.6 percent). For the treated hospital at the

90th percentile of the physician distribution, ln(xpht) = 2.313 and the treatment effect is a

0.011 log points increase (1.1 percent).

Column 2 indicates that the treatment effect decreases in patient health. The average

treatment effect for hospitals with ln(xhht) = 0 (a Case Mix Index of one) is 0.004 log points

(0.4 percent). For hospitals with the average patient health which is higher severity, ln(xhht)

= -0.060 and the treatment effect is 0.006 log points (0.6 percent). For the treated hospital

at the 90th percentile of the patient health distribution which is lower severity, ln(xhht) =

0.128 and the treatment effect is 0.001 log points (0.1 percent).

27The delineation of two inputs into “substitutes” vs. “complements” depends on which of several definitions we use. For
example, if we use the “q-complements” definition in conjunction with a constant elasticity of substitution (CES) production
function then we find that the Cobb-Douglas is the boundary between “substitutes” and “complements”. Ferguson (1969)’s
definition specific to the translog production function that I esitmate is that input i and j are substitutes if eiejβij (the product
of their output elasticities and the coefficient on their interaction) is less than zero. Other definitions such as Seidman (1989)’s
“p-complements” definition rely on behavioral assumptions which I do not make here.
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Table 2: Diff-in-Diff Estimates of the Heterogeneous Effects of the Mandate

Log Non-Readmission Rate
(1) (2)

Treat x Post -0.003 0.004
(0.006) (0.004)

Treat x Post x Log physicians per patient 0.006∗

(0.003)

Log physicians per patient -0.000
(0.003)

Treat x Post x Log patient health -0.027∗∗

(0.011)

Log patient health -0.009
(0.019)

Observations 2,704 2,704
R2 0.531 0.533
Mean 0.970 0.970
Hospital Fixed Effects ✓ ✓
Year Fixed Effects ✓ ✓

Notes: This table presents estimates of Equation 2 with the difference-in-
differences effect of the mandate on treated hospitals. Column 1 indicates that
the average treatment effect for hospitals with ln(xp

ht) = 0 is a 0.003 log points
reduction (approximately 0.3 percent), with the average number of physicians
ln(xp

ht) = 1.50 and the treatment effect is 0.6 percent. Column 2 indicates that
the average treatment effect for hospitals with ln(xh

ht) = 0 is 0.4 percent, with the
average patient health which is below xh

ht = 1 ln(xh
ht) = -0.060 and the treatment

effect is 0.6 percent.

C. Discussion

In this section, I provided suggestive evidence of the interaction between inputs in production.

However, these results are only suggestive because there are a number of potential correlates

of physician and patient health levels that could be driving the heterogeneity in the returns

to nursing across observations. For example, more productive hospitals may have higher

physician staffing levels. In this case, adding nurses to a hospital with more physicians may

lead to larger quality gains because it is a high productivity hospital rather than the fact that

the returns to nurse labor increase in the number of physicians. The reduced-form results in

Table 2 do not allow us to differentiate between those mechanisms.

To uncover the mechanisms behind these effects and to quantify the two dimensions

of misallocation in Figure 1 we require a structural model of hospital quality production

from which we can recover the underlying production primitives, including the elasticities of
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substitution and marginal product curves, and conduct counterfactual exercises.

III. Model of Hospital Quality Production

In this section, I present a structural model of hospital quality production. The hetero-

geneous treatment effects that I presented are informative but we require the underlying

production primitives to separately identify the returns to labor from the hospital’s produc-

tivity, to conduct counterfactual exercises, and to quantify the misallocation.

Structural Value-Added

Hospitals h produce healthcare quality Qht, measured as the 30-day non-readmission rate,

using the patient’s initial health xhht and per patient inputs: nurse labor xnht, physician labor

xpht, capital xkht, and materials xmht. Nurse and physician labor are expressed in physical

quantities while capital and materials are expressed in expenditures. I assume capital and

materials cannot be substituted with either labor or the patient’s initial health and I assume

that capital and materials per patient are always used in proportion to labor per patient and

the patient’s initial health. Let the production function be given by Equation 3:

Qht = g(xnht, x
p
ht, x

h
ht, x

m
ht)e

ωht+ϵht(3)

Assumption 1 – Capital and materials cannot be substituted with either labor the

patient’s initial health.

Qht = min[F (xnht, x
p
ht, x

h
ht), s(x

m
ht)]e

ωht+ϵht

Assumption 2 – Hospitals choose per patient capital and materials optimally given their

choices of labor per patient and given the patient’s initial health.

F (xnht, x
p
ht, x

h
ht) = s(xmht)

Assumptions 1-2 underlie the structural value-added production function (Diewert, 1978,

Gandhi et al., 2017). I argue that these assumptions are realistic in the hospital industry.

Nurses and physicians play a diagnostic, prescriptive, and monitoring role in producing qual-

ity of care which requires the use of capital to test and diagnose patients, to communicate

with one another, and to administer treatment using pharmaceuticals and medical instru-

ments.28 Table 1 indicates that the use of capital and materials per patient increases nearly

28Capital-labor substitutability has become more common with the recent use of labor-replacing capital equipment in health-
care – for example, artificial intelligence as a diagnostic tool in healthcare. However, IT capital expenditures during my sample
period were concentrated in hospital billing, provider monitoring, and clinical decision support which perform distinct tasks
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proportionally with the use of nurses per patient in the cross-section.

Further evidence can be seen from the effects of regulatory interventions. We should

expect that if the mandate led to increases in average quality per patient and Assumptions

1-2 hold then the mandate must have led to increases in capital and materials per patient as

well. Raja (2023) shows that this is indeed the case. These results are furthermore consis-

tent with Gupta (2021)’s finding that the improvement in quality under the CMS Hospital

Readmissions Reductions Program was associated with increases in the use of materials and

diagnostic imaging in addition to an increase in physician time. The increase in quality

required both increases in per patient labor and per patient capital and materials.

In the presence of labor adjustment costs, Assumption 2 is unlikely to hold for each

hospital and year absent imposing greater structure on the function s(·) in Assumption 3

(Ackerberg et al., 2015, Gandhi et al., 2017).

Assumption 3 – The function s is linear in xmht.

Assumptions 1-3 allow me to rewrite the gross output production function as the structural

value-added production function shown in Equation 4:

Qht = F (xnht, x
p
ht, x

h
ht)e

ωht+ϵht(4)

Product Differentiation

I assume that all hospitals produce quality (30-day non-readmission rate) with product

differentiation across hospitals captured by a single-dimensional Case Mix Index which rep-

resents the diagnoses and co-morbidities of the patient population in the hospital and year.

An alternate interpretation of the given production function is that the hospital produces

two outputs: quality and the severity of the caseload. A transformation function represents

the production possibilities frontier between the two outputs. An important feature of this

interpretation of the model is that an additional unit of quality . 29

Assumption 4 – Hospitals produce a differentiated product which varies along the single-

dimensional Case Mix Index xh.

from clinical workforce (Lee et al., 2013). Recent developments may require that production function estimates based on current
data make different assumptions on the relationships between labor and capital.

29In the latter interpretation, the production function in my main paper aggregates production across these two outputs.
Hall (1972) delineates aggregation across outputs into separable and nonjoint technologies. Grieco and McDevitt (2017) model
a joint production function for quality and patient volumes with separability. Approaches to modeling nonjoint technologies
require additional structure to allocate aggregate input use across product lines. Examples include Diewert (1971) who imposes
perfectly competitive factor markets, De Loecker (2011) who rely on the existence of single-product firms for identification, and
Valmari (2023) who imposes a profit-maximization assumption on the firms.
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Translog Parameterization

I parameterize the production function in Equation 4 using a translog functional form. Use

of the translog allows me to estimate the elasticities of substitution between the labor inputs

and between the labor inputs and the case mix while other common functional forms impose

an elasticity of substitution (Leontief imposes zero, Cobb-Douglas imposes one) or impose

that the elasticity of substitution be invariant with respect to the input levels (CES). I argue

that the flexibility to estimate the elasticity of substitution between the factors is important

given that the elasticity directly determines the shape of the isoquant curves in Figure 1

and consequently the degree of misallocation from the mandate. I argue that the flexibility

relative to CES may be important if, for example, the substitutability between nurses and

physicians changes with the levels of either factor and these levels change significantly over

time.

Qht ≡ eωht+ϵht
∏

i∈{h,n,p}

(xiht)
βi

∏
i∈{h,n,p}

(xiht)
1
2(

∑
j∈{h,n,p} βij ln(x

j
ht)).(5)

I take the logs of both sides of Equation 5 to obtain the linear-in-parameters estimating

equation:

ln(Qht) =
∑

i∈{h,n,p}

βiln(x
i
ht) +

1

2

∑
i∈{h,n,p}

∑
j∈{h,n,p}

βijln(x
i
ht)ln(x

j
ht) + ωht + ϵht.(6)

Factor Markets

I assume nurses and physicians are variable inputs that are chosen in the same period

as they are used. While the markets for healthcare professionals are notably rigid relative

to other labor markets, the average “time-to-hire” between the initial search date and the

contract date in both nurse and physician markets falls below the one-year mark indicating

that both inputs should be treated as variable rather than fixed. The average time-to-hire

for hospital nurses is three months and for physicians is four months with the specialties with

longest time-to-hire (urology, neurology) taking slightly under one year (Gradney, 2023). See

the Appendix for more details. Both nurses and physicians are assumed to be dynamic inputs

and allow for adjustment costs in labor consistent with prior work in healthcare production

(Lee et al., 2013, Grieco and McDevitt, 2017).

Nurse and physician labor markets do not need to be perfectly competitive. I introduce

an input market power term equal to one plus the inverse elasticity of input supply which I

calibrate in the counterfactual exercises to illustrate how quantification of the misallocation
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from the mandate varies with oligopsony power in healthcare labor markets. The input

market power term is given by:

ψl
ht ≡

∂wl
ht

∂Lht

Lht

wl
ht

+ 1 ≥ 1(7)

Productivity

Productivity is assumed to be Hicks-neutral and assumed to be the sum of a hospital

fixed effect ωh, year fixed effect γt, and hospital-year specific shock ξht:

ωht = ωh + γt + ξht(8)

Assumption 5 – ξht is serially uncorrelated.

In this model, productivity represents any element of the hospital’s quality unattributed to

the physical quantities of labor inputs or to the case mix. Productivity includes management

practices, quality of labor inputs, health shocks, and economies of scale in patient volumes.

Production is multiplicatively separable or Hicks-neutral in productivity which forecloses

the possibility of factor-biased technological change that improves nurse labor productivity

differentially from physician labor productivity.30

I argue that the dynamics of the productivity process are not of first-order concern in

the hospital industry – the large component of hospital quality is constant over time with

hospital fixed effects capturing 50 percent of the variation in the 30-day non-readmission

rate and year fixed effects capturing two percent. Assumption 5 imposes that the remaining

hospital-year variation is serially uncorrelated. I conduct several robustness checks. I test

this assumption using the Sargan test of overidentifying restrictions whose null hypothesis

would be rejected if the hospital-year shock were serially correlated. I additionally recover ξ̂ht

after the estimation procedure and estimate the serial correlation parameter, ρ̂, to be equal

to 0.3. Given this finding, I present results in the Appendix from a Monte Carlo simulation

that estimates the bias in the parameter estimates from underlying data generating processes

where the assumption above is not upheld. Finally, in the Appendix I provide an alternate

dynamic panel estimation strategy following Blundell and Bond (1998) which imposes an

alternate restriction that ωht follows an AR(1) process.

Entry and Exit

30I consider an alternate version of the model in which the returns to the case mix vary by hospital given that subsets of
hospitals, for example teaching hospitals, may be differentially productive at treating the sickest patients. Other work including
Gandhi et al. (2017) have proposed the use of first-order conditions to identify multiple dimensions of heterogeneity but this
paper refrains from imposing behavioral assumptions on the hospital’s objectives which forecloses the use of standard tools for
identification.
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I abstract from entry and exit given that the majority of care is provided by long-lived

hospitals. The 208 hospitals in my balanced panel comprise 77 percent of the patient days

in acute care over the sample period. 31

IV. Identification and Estimation

The identification of production models has received significant attention in the industrial

organization literature (Marschak and Andrews, 1944, Olley and Pakes, 1996, Levinsohn and

Petrin, 2003, Ackerberg et al., 2015). Two endogeneity concerns arise from the estimation

of Equation 6: the hospital’s unobserved productivity ωht determines whether and when

the hospital enters or exits the market (selection) and it determines the hospital’s choice of

inputs when it operates (simultaneity). 32 Approaches to address these endogeneity may

combine: timing assumptions over the factors of production, use of instrumental variables for

endogenous factors, statistical restrictions over the productivity process, or the construction

of a control function for the unobserved productivity term, among others. The appropriate-

ness of the approach depends on the empirical features of production in the industry.

Identification

I impose the statistical restriction on the productivity process in Assumption 5 in con-

junction with timing assumptions over the factors and internal and external instruments to

identify the production model in Equation 6. Hospitals choose labor xn, xp and patients with

case mix xh select hospitals after the productivity shock in period t is realized meaning we

require instruments for all three variables.

I use lagged nurse labor xnht−1, lagged physician labor xpht−1, lagged patient case mix

xhht−1, the mandate Mht, and interactions between these variables in the instrument set.

Additionally I include a second external instrument Cht described below which shifts the

patient case mix within hospitals. Assumption 5 ensures that the endogeneity of input

choices to productivity in period t − 1: xiht−1 = f(ξht−1) does not imply the endogeneity of

input choices in period t to productivity in period t conditional on input choices in period

t−1. The adjustment cost model implies persistence in the input variables needed to satisfy

the relevance criterion of the instrumental variables model even if the productivity shocks

themselves are uncorrelated (Bond and Soderbom, 2005). The following exclusion restrictions

31This is far larger coverage than prior work that has focused on selection bias. For example, Olley and Pakes (1996) find
that restricting to a balanced panel in their setting uses only 35 percent of the full set of observations.

32The simultaneity issue applies to patient health in addition to labor inputs because patients can observe the hospital’s
productivity in a given period and choose the hospital leading to endogenous patient selection. Roughly fifty percent of hospital
admissions are elective.
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follow:

E[ξht|(xnht−1, x
p
ht−1, x

h
ht−1,Mht, Cht)]t∈[2,....T ] = 0

I show that the instrument set is relevant. In Section 3, I showed the mandate led to a

relative increase in nurse labor at treated hospitals. The indicatorMht is a kinked treatment

variable which takes on a value equal to the difference between 0.25 and the average nurse-

to-patient ratio of the hospital in 2000-2002 if the hospital had an average below 0.25 (a

measure of the incidence of the mandate) and zero otherwise. This indicator is interacted

with an indicator variable for whether the year is post-2003.

I include a second external instrument which captures whether the hospital converted to

Critical Access Hospital status in the early 2000s. The CAH program was established in

1997 as part of the Balanced Budget Act to support the financial health of rural hospitals:

it enabled small and rural hospitals to be reimbursed on cost-basis rather than through

Prospective Payment System (PPS). CAH participant hospitals were required to maintain

fewer than 25 acute care beds and an average length of stay of less than 96 hours per

patient which led to reductions in length of stay and changes in the DRGs of admitted

patients towards less severe patients following conversion (Schoenman and Sutton, 2008).

The conversion event shifted xh downwards for participant hospitals. I discuss the event and

threats to identification from the external instruments in greater detail in the Appendix.

This identification strategy places a strong statistical restriction on the productivity pro-

cess and relies on instrument validity in lieu of strong economic restrictions on product

market structure or on the optimality of observed input choices. The construction of a con-

trol function for unobserved productivity assumes that observed input use for at least one

input increases monotonically in unobserved productivity (Pakes, 1991) which I argue to be

unlikely given market frictions that drive heterogeneous quality choice, for example: hetero-

geneity in product market structure (Gaynor and Town, 2011, Propper et al., 2004, Bloom

et al., 2015) and heterogeneity in insurer market structure which affects insurer-hospital bar-

gaining over provider rates (Ho and Lee, 2017). As a robustness, in the Appendix, I present

the results from estimation using the alternate control function approach in which observable

hospital characteristics enter as state variables.

Estimation

Given that Equation 6 is linear, I use IV2SLS to estimate the equation with hospital

and year fixed effects included in both stages of the estimation procedure. This estimation

procedure is equivalent to an IV2SLS estimation of Equation 6 with demeaned variables and
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demeaned instruments. 33

V. Production Function Results

In this section, I present the results from the estimation of Equation 6 and I use the estimated

primitives to recover the elasticities of substitution between the inputs and the marginal

product of nurse labor.

In Appendix Tables A.3, A.4, and A.5, I report the first-stage estimates and F-statistics

for the joint significance of the instruments. Prior work has shown that the F-statistics

from the first-stage regressions are not sufficient to dismiss weak or underidentification in

models with multiple endogenous variables (Sanderson and Windmeijer, 2016). I therefore

report the conditional F-statistics of Sanderson-Windmeijer. I compare these conditional

F-statistics to the corresponding Stock-Yogo weak identification critical values and find that

of the nine first-stage regressions that I estimate, I can reject that the variable is weakly

identified in all but three cases. In these three cases, the F-statistic is larger than lowest

critical value (representing 5 percent maximal IV relative bias).

I use the Sargan test of overidentifying restrictions to assess the validity of my instruments.

For each of the models that I estimate using instrumental variables, I do not reject the null

hypothesis of the Sargan test that the overidentifying restrictions are valid.

In Table 3, I report the production function estimates for the Cobb-Douglas and translog

models estimated using either OLS, FE, or IVFE. The standard errors are not clustered given

the assumption that I make over the serial correlation of the error term. In Column (7), I re-

estimate the model in Column (6) without the two terms that were statistically insignificant

to carry these estimates over to the calculation of the elasticities of substitution, marginal

product of nurse labor, and counterfactual exercises. Column (7) displays my preferred

estimates that address the endogeneity concerns with the OLS and FE estimation strategies

by utilizing instruments.

Notably, my findings allow me to reject the Cobb-Douglas model which implicitly assumes

that the coefficients on the squared and interaction terms are equal to zero. I employ an

F-test of joint significance for the squared and interaction terms in Column (7) to assess this

assumption formally and I reject the null hypothesis of this test at the one percent level.

33The estimation of an IV2SLS model with demeaned variables and demeaned lagged input variables as instruments introduces
a mechanical correlation between the demeaned lagged input variables and the error term which is conceptually similar to the
problems noted in Nickell (1981) over the inconsistency of a fixed effects model in which there is an underlying dynamic process.
The process introduces due to the correlation between the productivity term and future values of the input variable which are
captured by the mean of the input variable. The bias is significant in large N , small T panels and reduces as T → ∞ with the
bias of the estimates bounded to order T−1. Here my sample consists of 12 years of data. The alternate strategy is to utilize a
first differences model but fixed effects and first differences models operate under opposite extreme assumptions when it comes
to the serial correlation of the error term: first differences is the efficient estimator when the error term follows a random walk
and fixed effects is the efficient estimator when the error term is serially uncorrelated.

Furthermore any correlation between the demeaned instruments and the error term should be apparent from the Sargan test
of overidentifying restrictions.
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It is difficult to directly interpret the coefficient estimates but I assess the values of the

R2 in these models before moving to compute the elasticities of substitution and marginal

product of nurse labor from these estimates. The low values of R2 for the OLS estimates in

Columns (1) and (4) indicate that nurse and physician labor per patient and the case mix

explain very little of the variance in risk-adjusted non-readmission. The R2 from the FE

estimates indicate that nearly half of all variation in quality can be explained by hospital-

specific characteristics that remain constant over the sample period. I do not include the

R2 for the instrumental variables models because they are not directly interpretable – see

Sribney, Wiggins, and Drukker (Sribney et al.) for details.

A. Elasticities of Substitution

From the estimated production parameters in Table 3, I derive the structural objects of

interest in this paper. The elasticities of substitution between the pairs of inputs determine

the shape of the isoquant curve shown in Figure 1 and therefore determine the within-hospital

misallocation due to minimum staffing ratios.

I algebraically derive the elasticity of substitution based on the definition of the “direct

elasticity of substitution” from Sargan (1971) or Sato and Koizumi (1973). For clarity of

notation, I have omitted the subscript from earlier notation that references the hospital-year

(ht) and moved the superscript referencing the input (i ∈ {h, n, p}) to a subscript. 34

σnp =

dln

(
xn
xp

)
dln

(
∂Q
∂xp

∂Q
∂xn

)

In the three-factor translog model, the elasticity of substitution between nurses and physi-

cians, σnp, is a complex function of the levels of the inputs (xn, xp, xh) and the production

parameters (β) given by35

σnp =
xpen

{
− 1

xp

xpen
xnep

− 1
xn

}
{
(en + βnp)− xpen

xnep

xnβpp

xp

}{
−xpen

xnep

}
+
{

xpβnn

xn
− xpen

xnep
(ep + βnp)

}(9)

34While the translog can be interpreted as a Taylor approximation of the CES production function, the original result in
Kmenta (1967) is for two factors and limited work has been done to show the extension to the n factor case (Hoff, 2004) much
less the extension to the nested n factor case. Most importantly, the Taylor approximation is a reasonable approximation of
CES around the point of the approximation which is when the elasticity of substitution is close to unity (the Cobb-Douglas
case) which I show is not the case in my setting.

35See Boisvert (1982), Appendix C for the derivation. Note that the coefficients on the squared terms in Table 3 should be
multiplied by two to recover the corresponding parameters βnn, βpp, and βhh in Equation 6.
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Table 3: Production Function Estimates for Risk-Adjusted Non-Readmission

Cobb-Douglas Translog

(1) (2) (3) (4) (5) (6) (7)
OLS FE IVFE OLS FE IVFE IVFE

Log nurses per patient 0.011∗∗∗ 0.014∗∗∗ -0.002 0.026 0.035∗∗ -0.028
(0.003) (0.002) (0.006) (0.020) (0.015) (0.055)

Log physicians per patient 0.004∗∗∗ 0.002 0.001 -0.004 -0.014∗∗ 0.110∗∗∗ 0.103∗∗∗

(0.001) (0.001) (0.002) (0.005) (0.006) (0.042) (0.032)

Log patient health 0.006∗ -0.024∗∗∗ -0.018 0.054∗∗∗ 0.040∗ 0.227∗∗∗ 0.197∗∗∗

(0.003) (0.008) (0.012) (0.020) (0.021) (0.065) (0.053)

Log nurses squared -0.014 -0.021∗∗∗ -0.038∗ -0.052∗∗∗

(0.010) (0.007) (0.022) (0.011)

Log physicians squared -0.000 0.001 -0.055∗∗∗ -0.053∗∗∗

(0.001) (0.002) (0.018) (0.013)

Log patient health squared -0.012 -0.012 -0.104
(0.015) (0.025) (0.145)

Log nurses x Log physicians 0.009∗∗ 0.013∗∗∗ 0.053∗∗∗ 0.056∗∗∗

(0.004) (0.004) (0.016) (0.011)

Log nurses x Log patient health -0.037∗∗ -0.047∗∗∗ -0.122∗∗ -0.100∗∗∗

(0.017) (0.014) (0.049) (0.027)

Log physicians x Log patient health -0.006 -0.007 -0.060∗∗∗ -0.047∗∗∗

(0.006) (0.007) (0.022) (0.018)

Observations 2,704 2,704 2,496 2,704 2,704 2,496 2,496
R2 0.013 0.511 – 0.018 0.518 – –
Hospital Fixed Effects ✓ ✓ ✓ ✓ ✓
Year Fixed Effects ✓ ✓ ✓

Notes: This table reports the production function estimates for the Cobb-Douglas (Columns (1)-(3)) and translog
(Columns (4)-(7)) production functions estimated using OLS, FE, or IVFE. Standard errors are not clustered.
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where the output elasticities are equal to

en =
∂ln(Q)

∂ln(xn)
= βn + βnnln(xn) + βnpln(xp) + βnhln(xh)

ep =
∂ln(Q)

∂ln(xp)
= βp + βppln(xp) + βnpln(xn) + βphln(xh)

In Table 4, I present the percentiles of the distribution of elasticities of substitution. For

each hospital-year observation, I compute the elasticity of substitution implied at each of

the levels of nurse staffing indicated in the first column of Table 4. The levels of physicians

and patient health are data. I present the percentiles of the distribution of elasticities

obtained from this exercise for each of the levels of nurse staffing indicated in the first

column after excluding any hospital-year observations with negative marginal products for

nurses or physicians at the specified nurse level.

The results indicate elasticities of substitution for this subset that range between zero

(“perfect complements”) and 0.2. The average elasticity of substitution is 0.05. The elasticity

of substitution is near zero at high levels of staffing. When hospitals have a lot of nurses,

a small reduction in physicians requires an almost infinite number of nurses to maintain

the same level of quality. When hospitals have few nurses, nurses and physicians are more

substitutable. Their roles may be more fluid when hospitals are understaffed. However,

the substitutability does not change dramatically perhaps because the fluidity of roles is

contingent on licensing restrictions which do not change according to the numbers of nurses

or physicians. The tasks that a licensed nurse can perform remain constant regardless of

how many nurses the hospital hires. The finding of strong complementarity suggests that

some tasks important for preventing readmission require direction from a physician whether

for skill or licensing reasons or both.

To investigate these channels further, I regress the elasticities of substitution on hospital

fixed effects, number of physicians, and level of patient health, holding fixed the number of

nurses. I find that the patient health is positively and statistically significantly correlated

with the elasticity of substitution at each level of nurse staffing. Nurses and physicians

are more substitutable when patients are healthy. This could either be because a higher

proportion of tasks that need to be performed for healthy patients overlap between nurses

and physicians or because nurses are better positioned in terms of their skill set to handle

the overlapping tasks. These findings are consistent with Chan and Chen (2022)’s findings

of a smaller quality gap between independently practicing nurses and physicians when the

patients they treat are lower severity.

In Appendix Table A.7, I present the computed elasticities of substitution between nurses

and patient health. As in Table 4, I compute the elasticity for each hospital-year observation
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Table 4: Elasticities of Substitution - Nurses and Physicians

Percentiles of Distribution

Nurses per 1,000 Patient Days 10th 25th 50th 75th 90th

1.5 0.020 0.049 0.091 0.132 0.168
2 0.012 0.031 0.062 0.106 0.135
2.5 0.009 0.023 0.043 0.078 0.102
3 0.013 0.026 0.051 0.085 0.132
3.5 0.012 0.024 0.058 0.096 0.112
4 0.002 0.010 0.044 0.075 0.086

Notes: In this table, I present the percentiles of the distribution of elasticities of sub-
stitution derived using Equation 9 for each hospital-year in my sample with positive
marginal products for nurses and physicians. The near zero elasticities of substitution
indicate strong complementarities in quality production between nurses and physicians.
Nurses and physicians are more substitutable at low levels of the two inputs i.e. when
hospitals are relatively understaffed.

taking physicians and patient health as data and productivity estimates and present the

percentiles of the resulting distribution after omitting hospital-year observations with nega-

tive marginal products for either input. The average elasticity of substitution for this subset

of observations is 0.56 indicating substitutability between the factors. Appendix Table A.7

indicates that at low levels of staffing nurses and patient health are highly substitutable with

an elasticity above seven for the top quantile but that the substitutability diminishes rapidly

as staffing increases. There is a much broader range of values for the elasticity of substitution

between patient health and nurses per patient compared to the elasticity between nurses and

physicians.

B. The Marginal Product of Nurse Labor

In addition to deriving the elasticities of substitution, I derive the marginal product of nurse

labor given by

∂Q

∂(xn)
=

[
∂ln(Q)

∂ln(xn)

] [
Q

xn

]
= (βn + βnnln(xn) + βnpln(xp) + βnhln(xh))(

Q

xn
)(10)

For each hospital-year observation, I compute the marginal product at each level of nurse

staffing from a grid, physicians and patient health are data, and the productivity estimated

from Equation 10. I plot the percentiles of the distribution in Figure 4 with the line denoting

the threshold of the California nurse staffing mandate. Figure 4 suggests wide dispersion

in the quality effects from minimum staffing ratios with negative effects for the bottom 25

percent of observations. These negative effects may be due to well-documented issues with

nursing handoffs or an increase in the span of control for physicians and nursing team leaders

that supervise and monitor nursing teams.
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Figure 4: Distribution of the Marginal Product of Nurse Labor

Notes: In this figure, I plot the percentiles of the marginal product of nurse labor distribution. The marginal
product is measured in units of the risk-adjusted non-readmission rate meaning a marginal product of 0.04
implies that a one unit increase in nurses per 1,000 patient days at the specified level would lead to a 0.04
point increase in the rate (the mean is 0.975 in the data so this corresponds to approximately 4 percent)
if there is no change in physicians or patient health. I compute the marginal product of nurse labor for
each point on the nurse grid taking the physicians, patient health, and productivity as data and plot the
percentiles of the resulting distribution.

In Figures 5a and 5b, I compute the marginal products using fixed levels of physicians or

patient health, respectively, rather than observed levels in the data. Given the limited shift

in physician levels at treated hospitals following the mandate (Figure A.4a), the marginal

product curves shown in Figure 5a imply that the quality gains were driven by hospitals

that had inefficiently low nurse to physician ratios. Nearly all hospitals based on their

patient health levels gain from adding nurses around the mandate threshold but hospitals

with sicker patients gain more. Hospitals allocate nurses across inpatient units in a manner

that is consistent with this finding: staffing ratios are much higher in intensive care than in

acute care because the hospital knows the quality returns to nursing are higher in intensive

care.

Figures 5a and 5b show that marginal product of nurse labor is increasing in the level of

physicians and decreasing in the level of patient health – by Seidman (1989)’s definition of

“q-complements”, nurses and physicians are complements and nurses and patient health are

substitutes. Nurses are more valuable when they operate in an environment with physicians

and with more severe patients.
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(a) Marginal Product by Physician Level

(b) Marginal Product by Patient Health Level

Figure 5: Heterogeneity in Marginal Product by Levels of Other Inputs

Notes: In panel (a), this figure shows the 50th percentile of the marginal product curve for each indicated
level of physicians per 1,000 patient days. In panel (b), I do the same for patient health. The marginal
product is measured in units of the risk-adjusted non-readmission rate meaning a marginal product of 0.04
implies that a one unit increase in nurses per 1,000 patient days at the specified level would lead to a 0.04
point increase in the rate (the mean is 0.975 in the data so this corresponds to approximately 4 percent)
if there is no change in physicians or patient health. The marginal product of nurse labor is increasing in
physicians and decreasing in patient health.
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C. Model Validation Using Reduced-Form Effect of Mandate

Given that the estimated reduced-form treatment effects are not used in the estimation of

the structural model, I use the reduced-form results to validate the model’s results. The

idea behind the validation exercise is replicate Table 2 using fitted values of quality from

the structural model. I construct fitted values for the treatment and control groups at two

periods (pre- and post-mandate) and estimate the difference-in-differences models from Table

2 using the fitted values of quality as the dependent variable.

For both treated and control hospitals in 2002 (pre-mandate), I compute the fitted rate

as follows where χ is the vector of parameters estimated from the structural model

Qh,pre = Q(χ, xnh,2002, x
p
h,2002, x

h
h,2002)(11)

In 2006 (post-mandate), I compute the fitted rate using the observed values of the other

inputs and the observed value of nurse staffing in 2002 (for control hospitals) or the observed

value times the reduced-form estimate of the average treatment effect on nurse staffing,

n̂DiD, estimated from the specification in Equation 2 (for treated hospitals). The reduced-

form estimate n̂DiD is roughly a 11 percent increase in nurse staffing which is consistent with

the findings in Raja (2023) and earlier work. For control hospitals n̂DiD is set equal to zero.

Qh,post = Q(χ, xnh,2002 + xnh,2002 ∗ n̂DiD, x
p
h,2006, x

h
h,2006)(12)

Given fitted values for each hospital in the treatment and control groups for two time

periods, I estimate a version of Table 2 using the fitted values as the dependent variable. In

Table 5, I present the results of this exercise. Table 5, Column (1) estimates a treatment

effect of 0.6 percent compared to 0.5 percent in Table 2, Column (1). The heterogeneous

treatment effect by physician level estimated in Column (2) implies that the treatment

effect is decreasing in the number of physicians contrary to what we find in Table 2. The

heterogeneous treatment effect by patient health estimated in Column (3) is consistent in

magnitude and direction to Table 2.

The results in the two tables should not be expected to be identical for a few reasons:

smaller sample size in Table 5 compared to Table 2; the fitted values are constructed by

applying the average treatment effect on nurse staffing to all hospitals whereas in reality

there was heterogeneous incidence of the mandate on staffing; and importantly for Columns

(2) and (3) the relationship between the physician and patient health levels and fitted quality

in Table 5 are identified whereas in Table 2 the relationships are correlations. Related to

the last point, both physician nor patient health levels are estimated to be near zero and

statistically insignificant in Table 2 whereas this is not the case in Table 5.
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Table 5: Structural Model Replication of Table 2

(1) (2) (3)
Log NR Rate Log NR Rate Log NR Rate

Treat x Post 0.006∗ 0.009 0.004
(0.003) (0.006) (0.004)

Post 0.002 0.003 0.003
(0.003) (0.003) (0.003)

Treat x Post x Log physicians per patient -0.002
(0.003)

Log physicians per patient 0.007∗∗

(0.004)

Treat x Post x Log patient health -0.019
(0.012)

Log patient health 0.014
(0.020)

Observations 416 416 416
R2 0.846 0.849 0.848
Mean 0.979 0.979 0.979
Hospital Fixed Effects ✓ ✓ ✓
Year Fixed Effects

Notes: This table presents the structural model replication of Table 2. The dependent variable is the
log of the fitted risk-adjusted non-readmission rate from the structural model as described in Section 5.3.
There are two periods in this structural replication (years 2002 and 2006) with the Post period indicator
taking on a value of one for the 2006 observations.

VI. Misallocation

A. Misallocation Within Hospitals

Motivated by the implications of the estimated elasticities of substitution and marginal

product of labor, I use the estimated production parameters to evaluate the magnitude of

within-hospital misallocation between nurses and physicians that arises from using a nurse

staffing mandate relative to a direct quality mandate.

To quantify the magnitude of the within-hospital misallocation between nurses and physi-

cians, I assume a static cost-minimization problem. For each of the 208 hospitals in my

sample, I solve the hospital’s cost-minimization problem below under three scenarios given

its observed patient health, patient volumes, nurse wage, annual physician salary, and esti-

mated productivity. In the first scenario (“pre-period cost minimizing”), I set the minimum

quality constraint of the cost-minimization problem equal to the hospital’s observed quality

in the pre-mandate period. In the second scenario (“post-period cost minimizing”), I set the

minimum quality constraint equal to a 0.5 percent increase from the observed quality in the
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pre-mandate period. This is intended to mimic the average quality effect of the mandate

estimated by the reduced-form and structural models. However, in the “post-period cost

minimizing” scenario hospitals are allowed to choose their allocation of nurses and physi-

cians. The increase in quality constraint between the first to second scenarios should be

interpreted as the imposition of a regulation that achieves the first-best outcome – assuming

that a 0.5 percent increase in quality is the socially optimal amount for each hospital to

produce. The hospital’s problem for the first two scenarios is given by

minxn
ht,x

p
ht
{wn

ht ∗ xnht + wp
ht ∗ x

p
ht}

s.t. eωht+ϵhtF (xhht, x
n
ht, x

p
ht) ≥ Qht

where wn
ht and wp

ht represent the average hourly nurse wage and annual physician salary,

respectively and for ease of exposition the input variables have been transformed to equal

the number of hours of clinical nursing time per year (xn) and the number of active medical

staff physicians per year (xp) based on the patient volumes in the hospital-year.

In the third scenario (“post-period mandate”), I set the minimum quality constraint

equal to a 0.5 percent increase in the observed quality in the pre-mandate period (same as

in the second scenario) and impose a second constraint representing the minimum staffing

requirement on nurses. The level of this constraint is set based on the incidence of the

observed mandated threshold relative to the observed distribution of nurse-to-patient ratios

prior to the mandate. I compare the input allocations and variable costs between the second

and third scenarios to assess the within-hospital misallocation between nurses and physicians

as a consequence of the mandate.

minxn
ht,x

p
ht
{wn

ht ∗ xnht + wp
ht ∗ x

p
ht}

s.t. eωht+ϵhtF (xhht, x
n
ht, x

p
ht) ≥ Qht

xnht ≥ xnmin

Given that I do not observe physician wages in my data,36 I use data from Gottlieb et al.

(2023) who use IRS tax records to report summary statistics on physicians’ individual total

income, inclusive of business income, at the commuting zone level. The commuting zone

level averages for 2017 wages are shown in Figure E.5 of the Online Appendix to Gottlieb

et al. (2023). I adjust these 2017 wages to 2005 wages (denominated in 2017 USD) at the

commuting zone level using the growth rate in physician salaries implied by Figure E.3(A). I

36Most physicians own or are employed by physician practice groups that contract with hospitals. Physicians’ salaries are
therefore not reported in the financial reporting data the way that direct employees’ salaries are reported. Their financial
contracts with hospitals and any payments from hospitals to physicians under these contracts may or may not need to be
reported in the form. Furthermore, the nature of these contracts vary so greatly across and within hospitals (across hospital
units) that one cannot be sure that reported payments, if they are observed, are made for physician labor as opposed to hospital
reimbursements for expenditures made by physicians who in some cases supply their own inputs to the unit they staff.
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then inflation-adjust the 2005 wages to be denominated in 2005 USD. Given the assumption

that the average medical staff physician is 0.4 FTEs (discussed in Section 2), I multiply the

wage by 0.4 to obtain the wage of an affiliated physician.

Prior to highlighting the misallocation results, I present in Appendix Table A.8 the results

from the model and the data absent any regulation to illustrate the model fit with respect

to the data. In the final two columns of Appendix Table A.8, I present the predicted levels

of nurses and physicians from the cost-minimization model required to produce the observed

quality at the hospital level in the pre-mandate period (top panel) and the observed levels

of nurses and physicians in the pre-mandate period (bottom panel). Each cell represents an

average value for the hospitals that fall into the staffing quartile reported in the first column.

The final two columns in the table indicate that the cost-minimization model reports that

hospitals can produce the observed level of quality with far fewer nurses and physicians than

observed in the data.37 At the same time, the model and the data show similar ordinal

rankings of hospitals based on their characteristics. In both the model and the data, the

high staffing hospitals have low patient health, high volume, and similar productivity levels.

In Table 6, I present the results from the cost minimization exercise. The model predicts

that one-fifth of hospitals cannot increase quality by 0.5 percent using even an infinite amount

of nurse and physician levels. For these hospitals, the regulation is highly misallocative as

it leads to no quality returns. For the remainder of the hospitals, I present the results from

“post-period cost minimizing” and “post-period mandate” scenarios in the first and second

panels and the implied misallocation in the third panel of Table 6. The incidence quartile in

the first column of the table reflects the incidence of the mandate relative to the hospital’s

staffing level absent any regulation (shown in the “% Incidence” column of the bottom

panel). Table 6 indicates that the hospitals that were lowest staffing prior to the mandate

and consequently in the highest incidence quantiles were a combination of high productivity,

high patient health, and high nurse wage relative to physician wage. Notably, the model

indicates that the incidence of the mandate fell on hospitals that were not the lowest quality

hospitals which matches the stylized fact in Table 1 that there is little correlation between

pre-mandate staffing and quality.

The “post-period mandate” scenario in the second panel imposes a minimum nurse staffing

ratio set at the median of the pre-period cost minimizing level (1.41 nurses per 1,000 patient

days). This placement of the threshold mirrors the incidence of the mandate which was set

37The mismatch between the cost-minimizing and observed allocations may reflect that hospitals’ input choices have dynamic
implications or that hospitals’ input choices are made based on non-quality objectives. The staffing gap between the cost-
minimizing and observed allocations is larger for low-volume hospitals, for example, which experience notably larger variance
in day-to-day patient volumes and case mix and are therefore inefficient from a cost-minimization standpoint (Dalton et al.,
2003). Additionally, from a model fit perspective this exercise requires the model to extrapolate away from the observed input
levels into areas where it may have poor fit because, for example, I do not observe any large negative shocks to nursing in my
data. This is why the exercise is not intended for use to prescribe a staffing level but to compare the sets of results within the
model.
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Table 6: Within-Hospital Misallocation Results

Cost-Minimization Scenario

Quartile Nurses Phys. Nurse-Phys. Costs p.p.d. Quality

Top 25 2.28 0.81 2.83 508 0.987
50-75 1.56 0.58 2.70 359 0.980
25-50 1.18 0.44 2.71 248 0.976
Bottom 25 0.77 0.28 2.76 159 0.981

Mandate Scenario

Quartile Nurses Phys. Nurse-Phys. Costs p.p.d. Quality

Top 25 2.28 0.81 2.83 508 0.987
50-75 1.57 0.58 2.71 359 0.980
25-50 1.41 0.42 3.31 258 0.976
Bottom 25 1.41 0.28 5.06 203 0.981

Misallocation

% Incidence % Diff. Costs % Diff. Nurses % Diff. Phys. Diff. Ratio

Top 25 –26.53 0.00 0.00 –0.00 0.00
50-75 1.94 0.03 0.46 –0.15 0.02
25-50 31.97 4.57 19.15 –2.60 0.61
Bottom 25 106.48 32.83 83.69 0.38 2.29

Notes: In the top panel, this table shows the cost-minimizing allocations of nurses and physicians.
The efficient ratio of nurses to physicians is between 2.70-2.83. In the second panel, I show the
allocations under the mandate. The last panel shows the within-hospital misallocation between the
two scenarios.

at roughly the median of the pre-period staffing distribution. The change in the nurse to

physician ratios between the cost-minimizing and mandate scenarios illustrates the source

of the misallocation: under the cost-minimizing scenarios hospitals prefer to stick to a ratio

between 2.70 and 2.83 whereas the mandate requires them to deviate from this proportion

and overutilize nurses. The hospitals with the largest incidence from the mandate have the

largest deviations in the nurse to physician ratio.

If we exclude the untreated hospitals with zero incidence, the interquartile range is 2

to 21 percent of variable costs. The misallocation for a hospital with an average incidence

of the California staffing mandate is 1.4 percent of the total variable costs of nurses and

physicians which amounts to roughly $180,000 USD for the average hospital and aggregates

to $24 million across treated hospitals. This is an underestimate given the one-fifth of

hospitals that are unable to make the required quality gains using any combination of nurses

and physicians. The hospitals in the highest incidence quartiles have higher patient health,

higher productivity, fewer patient days, and relatively high nurse salaries. Many of these

attributes characterize rural hospitals. It should be noted that the California mandate

allowed waivers for small and rural hospitals and roughly half of these hospitals received

exemptions though I am unable to observe which ones (Raja, 2023). My model predicts that
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this type of exemption targeted at rural hospitals would mitigate the misallocation at the

highest incidence hospitals.

Importantly, this exercise estimates the degree of misallocation relative to the efficient

benchmark. If hospitals were operating inefficiently in terms of their nurse to physician ratios

prior to the mandate, then the degree of observed misallocation would differ. The model

implies that the efficient ratio of full-time equivalent nurses to full-time equivalent physicians

engaged in patient care is around 2.70-2.90. Prior to the mandate, I estimate that the mean

of this ratio among treated hospitals was 3.12 implying that on average the within-hospital

misallocation that I calculate is an underestimate. Furthermore the distribution of the nurse

to physician ratio was right-skewed with an interquartile range of 1.51 to 4.02 indicating a

significant number of hospitals for whom the nurse to physician ratio was already inefficiently

high. As discussed in Section 6, the average quality gains from the mandate were driven

by hospitals where the nurse to physician ratio was inefficiently low and consequently these

hospitals experience less misallocation due to the regulation.

B. Misallocation Across Hospitals

In addition to the within-hospital misallocation, I am interested in the across-hospital mis-

allocation that arises due to the heterogeneity in marginal products across treated and un-

treated hospitals. If we hold fixed the number of nurses added due to the regulation and

change their allocation across hospitals could we produce higher quality of care?

I consider the counterfactual that the nurses added to treated hospitals are instead added

to the nearest untreated hospital within 10 miles. I find that 89 of the 134 treated hospitals

have another hospital (treated or untreated) within 10 miles and only 38 have an untreated

hospital within 10 miles. Several have more than one untreated neighbor. For the roughly

one-third of treated hospitals with an untreated neighbor, I calculate the fitted quality in

the pre- and post-mandate periods corresponding to Equations 11 and 12 in Section 6.3. I

assume the treatment effect for both treated and untreated hospitals is equal to 10 percent

of the number of nurses in the pre-mandate period at the treated hospital for each pair.

For the treated hospitals, my model implies an average 1.1 percent gain in quality from the

mandate compared to an average 0.7 percent counterfactual gain at the untreated hospitals

if they employed the number of nurses added to the treated hospital (0.4 percentage point

differential). There are, however, allocative improvements to be made for specific pairs of

hospitals located in densely populated counties where the subset of untreated hospitals admit

higher severity patients. The untreated hospitals in the pairs where allocative improvements

can be made have an average patient health level of 0.81 compared to 1.02 at untreated

hospitals in the pairs where allocative improvements cannot be made. The nurse staffing

levels at these untreated hospitals are similar.
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The average quality differential can be due to differentials on one or more dimensions: the

levels of physicians, patient health, or nurses or the hospital’s productivity.38 To determine

the quantitative importance of each channel, I shut down one channel at a time and reassess

the difference in the marginal products. The distribution of the marginal product differen-

tials from conducting this exercise is shown in Table 7. Positive values indicate that there

are quality gains to be made from adding nurses to substitute hospitals instead of treated

hospitals. In the first row, I allow the marginal products to differ on all dimensions using the

observed data on patient health, nurse, and physician levels and estimated productivities.

In each of the subsequent rows, I set each of the variables for the untreated hospital equal

to its value for the treated hospital that it is paired to. For example, in the second row I set

the number of physicians at each untreated hospital to equal the number of physicians at the

treated hospital that it is paired to. The average values of nurses, physicians, patient health,

and productivity are displayed in the columns adjacent to the distribution and reflect these

changes.

The hospital characteristics in the first row, which reflect the data without any changes,

indicate that on average untreated hospitals have lower nurse levels and higher physician

levels but similar levels of patient health and productivity. Looking at the distribution of

the marginal product differentials across the rows, it is clear that the lower nurse levels

and higher physician levels at treated hospitals relative to untreated drive the difference in

quality gains from allocating nurses to the treated hospitals. When each of these channels

is shut down in rows five and two, respectively, the differential is reduced substantially.

Importantly, I find a very weak correlation between staffing levels and productivity. In

Table A.10, I present regressions of quality and estimated hospital productivity on hospital

types including teaching, small and rural, and not-for-profit, government-owned, or investor-

owned. In Table A.9, I present regressions of observed input use on estimated hospital

productivity. In Column (1), show that a one percent increase in productivity is correlated

with a 0.2 percent increase in nurse staffing and that variation in productivity explains less

than one percent of the variation in nurse staffing across hospitals in a given year. The same

applies to physician staffing in Column (2). The lack of correlation between staffing and

productivity suggests that input choices are driven by pre-existing distortions in incentives

to hire across hospitals rather than heterogeneous returns to input use. This suggests that

regulatory design aimed at low staffing hospitals may correct pre-existing distortions in

incentives to invest in quality.

38As a placebo test, I estimated the difference-in-differences model from Section 3 on the productivities estimated from the
production model and I do not find any treatment effect of the mandate on productivity.
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Table 7: Difference in Marginal Products of Nurse Labor - Treated Hospitals and Nearby Untreated Hospitals

Distribution Nurses Physicians Patient Health Productivity

10th 25th 50th 75th 90th Treat Untrtd Treat Untrtd Treat Untrtd Treat Untrtd

As is in the data -0.038 -0.027 -0.013 0.001 0.011 2.39 3.12 1.31 1.04 0.92 0.92 0.92 0.94
Fix physicians only -0.031 -0.018 -0.007 0.002 0.008 2.39 3.12 1.31 1.31 0.92 0.92 0.92 0.94
Fix health only -0.034 -0.022 -0.012 -0.001 0.006 2.39 3.12 1.31 1.04 0.92 0.92 0.92 0.94
Fix productivity only -0.037 -0.027 -0.012 0.001 0.011 2.39 3.12 1.31 1.04 0.92 0.92 0.92 0.92
Fix nurse level only -0.032 -0.014 -0.004 0.009 0.021 2.39 2.39 1.31 1.04 0.92 0.92 0.92 0.94

Notes: This table presents the results of the counterfactual exercise that considers the addition of nurses to untreated hospitals within 10 miles of
a hospital treated by the mandate. It presents the distribution of the marginal product gaps between each of the 52 pairs of hospitals (treated and
untreated) in the counterfactual exercise when nurse, physician, patient health, and productivity levels are allowed to vary (in the first row) and then
when one variable for the untreated hospital is conformed to the treated hospital level (in rows two through five). Negative values of the quantiles
indicate that the marginal product of nurse labor is higher at the treated hospital than its nearby counterpart. The table indicates that the higher
marginal product at the treated hospitals is due largely to the lower nurse levels at these hospitals to begin with rather than productivity differences
across the two sets of hospitals.
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C. Conclusion

Minimum nurse-to-patient ratios for hospitals are under legislative consideration in several

states and at the federal level in the U.S. and have the potential to dramatically change the

way patients receive inpatient medical care. Ratio regulation is in theory inefficient relative

to direct quality regulation and may be inefficient along a second dimension if it allocates

nurses to low productivity hospitals. “How” inefficient ratio regulation is along these two

dimensions is an empirical question and depends on the interactions between nurses and

other inputs and the productivity of low staffing hospitals.

We have a limited understanding of how nurses, physicians, and patients interact to

produce hospital quality. I address this gap in the literature using methods from the indus-

trial organization literature on production functions: I estimate a value-added production

model in nurses per patient, physicians per patient, and patient health using administrative

patient-level discharge data to construct hospital quality and detailed financial reporting

data to measure nurse and physician labor. Importantly, I address the endogeneity of inputs

to the hospital’s productivity using quasi-experimental variation in nurse labor due to the

1999 California nurse staffing mandate for identification.

I find that nurses and physicians are highly complementary (near Leontief) in the pro-

duction of quality and these complementarities imply inefficiencies in using minimum nurse-

to-patient ratios to regulate quality on the order of $24 million across hospitals treated by

the mandate. The efficient solution is to use nurses and physicians in proportion to one

another which suggests increasing physician labor in a context where its aggregate supply

is controlled. An alternative approach is the one that has been employed in the U.S. in the

fifteen years since the end of my sample period – modifying the underlying production prim-

itive (elasticity of substitution between nurses and physicians) through rollbacks on licensing

restrictions for nurses and expansions in the supply of higher-skilled nurses such as Nurse

Practitioners.

I show that the nurse’s marginal product in quality units is larger when the patients they

treat are higher severity and a mandate which does not account for differences in patient

mix across hospitals leads to allocative inefficiency for specific pairs of hospitals where nurses

are added to lower staffing hospitals with healthier patients. On average, however, I do not

find evidence of productivity differences across low and high staffing hospitals which suggests

that variation in hospitals’ input choices are driven by heterogeneous incentives rather than

heterogeneous returns to those inputs.
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VII. Appendix

A. Construction of the 30-day, hospital-wide non-readmission rate

I construct the readmission rate from the patient level discharge data by identifying index

admissions according to the methodology report for 30-day all-cause readmission published

by CMS (Horwitz et al., 2012). Consistent with the CMS exclusion criteria, I exclude pa-

tients who died during hospitalization, patients who were transferred to another acute care

hospital upon discharge, and patients who were discharged against medical advice. Relative

to CMS, I use the full sample of payors rather than restrict to Medicare patients again to

reflect the entire patient population. I identify patients that were readmitted to any hospital

within 30 days of their discharge date as readmitted and I exclude planned readmissions for

diagnoses and clinical procedures that have been designated by CMS as likely to be planned

readmissions (Horwitz et al., 2012).

B. Construction of the Case Mix Index by the California Department of Health

The CMI is calculated as follows. Patients are assigned to one of hundreds of diagnosis-related

groups (DRGs) based on their primary and secondary diagnoses, comorbidities, procedures

performed, and age and gender and each of these DRGs is assigned a weight according to CMS

that reflects the average resource consumption of the DRG relative to the average resource

consumption of all patients (HCAI, 2023). For example, a patient that undergoes knee

replacement surgery would be assigned “DRG 469 – Major joint replacement or reattachment

of lower extremity with MCC (Major Complication or Comorbidity)”. The CMI is calculated

as the average of the DRG weights across all patients discharged in the calendar year.39 A

higher CMI therefore reflects a case mix that requires greater resource intensity to improve

the patient’s health. 40 The link between resource use and case mix is acknowledged by

CMS which uses an index known as the Case Mix Index (CMI) to adjust hospitals’ Medicare

reimbursement rates based on expected resource use at the diagnosis-related group (DRG)

level for the patients admitted to the hospital. Hospitals with more severe patients are

reimbursed at higher rates.

39CMS also calculates a version of the CMI that limits the sample to Medicare patients because their index is used to adjust
Medicare reimbursement rates upwards for hospitals with more severe case loads.

40According to HCAI: “CMI is the average relative DRQ weight of a hospital’s inpatient discharges, calculating by summing
the Medicare Severity-Diagnosis Related Group (MS-DRG) weight for each discharge and dividing the total by the number of
discharges. The CMI reflects the diversity, clinical complexity, and resource needs of all the patients in the hospital. A higher
CMI indicates a more complex and resource-intensive case load.”
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Figure A.1: 30-Day Non-Readmission and Risk-Adjusted Non-Readmission for Sample

Notes: This figure shows the histograms of the 30-day hospital-wide non-readmission rate and the risk-
adjusted rate across hospital-years from 1996-2008. I follow CMS in the exclusion criteria for index admissions
(Horwitz et al., 2012) and additionally exclude admissions in which the patient had an inpatient stay for any
condition within the prior year. The risk-adjusted rate is the residualized rate after controlling for interacted
age, gender, and race indicators.

Table A.1: Physicians and Nurses at California Hospitals from 1996-2002

Bottom 25 25-50 50-75 Top 25

Physicians (total, part-time) 261 309 401 376
Hospital-based, board-certified 0.15 0.15 0.24 0.33
Hospital-based, board-eligible 0.01 0.02 0.04 0.01
Hospital-based, other 0.01 0.02 0.01 0.02
Non-HB, board-certified 0.59 0.59 0.51 0.41
Non-HB, board-eligible 0.07 0.07 0.06 0.03
Non-HB, other 0.10 0.08 0.08 0.05
Residents 0.06 0.06 0.05 0.15
Fellows 0.01 0.01 0.01 0.01

Nurses (total, full-time) 142 156 208 197
Registered Nurses 0.85 0.88 0.89 0.90
Vocational Nurses 0.15 0.12 0.11 0.10

Nurses per 1,000 patient days 2.19 2.46 2.72 3.27
Physicians per 1,000 patient days 5.20 6.12 5.59 5.69
Nurse to physician ratio 0.42 0.40 0.49 0.57

Notes: This table includes the 208 hospitals in my balanced panel sample from 1996-2008. The number of
physicians is reported as the number of active medical staff and delineated into hospital-based, non-hospital-
based, and residents and fellows. Physicians hours are not limited to clinical hours. On the other hand, the
number of nurses is based on the reported number of clinical nursing hours and therefore refers to full-time
nursing personnel.
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(a) Event-Study Estimates (b) Raw Means

Figure A.2: Effect of Mandate on Nurses per 1,000 Patient Days

Notes: In panel (a), this figure plots coefficients βt and 95 percent confidence intervals from Equation 1 with
the log of nurses per 1,000 patient days as dependent variable. Standard errors are clustered at the hospital
level. In Panel (b), this figure plots average values and standard error bands of the nurses per 1,000 patient
days by group.
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Table A.2: Event-Study Estimates for 30-Day Risk-Adjusted Non-Readmission

(1)
Log NR Rate

Treat x 1996 0.005
(0.006)

Treat x 1997 0.006
(0.006)

Treat x 1998 -0.001
(0.006)

Treat x 1999 -0.001
(0.006)

Treat x 2000 -0.001
(0.005)

Treat x 2001 -0.001
(0.005)

Treat x 2002 0.003
(0.003)

Treat x 2003 0.000
(.)

Treat x 2004 -0.001
(0.003)

Treat x 2005 0.007*
(0.004)

Treat x 2006 0.008**
(0.004)

Treat x 2007 0.010***
(0.004)

Treat x 2008 0.008*
(0.004)

Observations 2,704
R2 0.531
Mean 0.970
Hospital Fixed Effects ✓
Year Fixed Effects ✓
Weighted by Volume

Notes: This table presents estimates of the coefficients βt from Equation 1 with the log of the
risk-adjusted non-readmission rate as dependent variable. Standard errors are clustered at the
hospital level. The results indicate statistically significant increases in the non-readmission
rate for treated hospitals in 2005-2008 after the mandate. The magnitude of the effect is
roughly between 0.7 and 1 percent.
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(a) Nurses Per Patient in 2000 vs. 2008

(b) Physicians Per Patient in 2000 vs. 2008

Figure A.3: Input Use in 2000 vs. 2008 for Control Hospitals

Notes: In panel (a), this figure shows the histogram of control hospitals according to the number of nurses
per 1,000 patient days prior to the mandate in 2000 (red) and after the mandate in 2008 (blue). In panel
(b), I do the same for physicians per 1,000 patient days.
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(a) Nurses and Physicians Per Patient in 2000 vs. 2008

(b) Nurses and Patient Health in 2000 vs. 2008

Figure A.4: Change in Input Proportions for Hospitals Treated by the Mandate

Notes: This figure plots the correlations between nurses and physicians per patient across hospitals in 2000
(red) and 2008 (blue) with the estimated coefficients and standard errors indicated for each line. The lack
of significant correlation in 2000 and the significant and positive correlation in 2008 indicate that the ratio
of nurses per physician became more standardized across hospitals after the mandate.

C. Hospital’s Problem

I model the production of quality Qht at a California general acute care hospital h in year t.

At the beginning of year t, hospital h observes its productivity ωht and chooses its inputs to

maximize a dynamic problem described by the Bellman equation in Equation 3. The inputs

are: patient health (xh) which is the inverse of the CMI observed in the data, physicians per
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patient (xp), and nurses per patient (xn). The problem is considered dynamic due to the

presence of adjustment costs in the labor inputs which are denoted by c(xnht, x
n
ht−1, x

p
ht, x

p
ht−1).

I discuss the dynamic nature of the input choice further in Section 5.1. Quality is measured

as the risk-adjusted, 30-day hospital-wide non-readmission rate. ϵht is measurement error.

The hospital’s objective is shown as a function of profits, π(.), and quality consistent with

the literature which models hospital objectives as a function of profits and a non-pecuniary

object such as quality or patient volumes (Gaynor and Town, 2011). The functional form

is unimportant as recovering the incentives of hospitals is outside the scope of this paper.

Profits are allowed to vary heterogeneously in quality improvements due to: heterogeneity

in the costs of providing quality (ωht) and heterogeneity in the price and demand elasticities

with respect to quality (γht). The relative weight that the hospital places on profits (α) is

also allowed to vary across hospitals and over time.

(13) V (xnht−1, x
p
ht−1, ωht) = maxxh

ht,x
n
ht,x

p
ht
E[αh ∗

{
π(Qht, x

h
ht, γh)− c(xnht, x

n
ht−1, x

p
ht, x

p
ht−1)

}
+ (1− αh) ∗Qht] + βE[V (xnht, x

p
ht, ωht)|xnht, x

p
ht, ωht]

where: Qht = eωht+ϵhtF (xhht, x
n
ht, x

p
ht)

The hospital maximizes the expectation over its payoffs because the production of quality

is subject to productivity shocks unanticipated by the hospital (represented by the mea-

surement error term ϵht). Patient health xhht enters both the production function F and

separately in the profit function π(.) to denote the fact that higher severity patients incur

higher costs to produce the same quality (by way of the production function) but also yield

higher reimbursement rates.

D. Measurement of capital and materials expenditures

Table 1 shows measures of average capital equipment per patient which include expenditures

on computers, testing and diagnostic equipment, beds, and sterilizers and average materi-

als per patient which include expenditures on prosthetics, surgical and anesthetic materials,

oxygen and medical gases, pharmaceuticals, food, cleaning supplies, and instruments. I mea-

sure capital expenditures per patient day as the reported expenditures on capital equipment

which includes major movable equipment, minor equipment, and furniture (HCAI Chapter

3000, 1992). In this category of capital expenditures should fall the capital used in test-

ing and diagnostics of patients. Major movable equipment usually have a minimum life of

at least three years and are able to be moved. Examples include cars and trucks, desks,

beds, chairs, computers, sterilizers, and oxygen tents (HCAI Chapter 3000, 1992). These

are distinct from fixed equipment which are also large but immovable and include engines

and boilers, generators, elevators, and large machinery (HCAI Chapter 3000, 1992). Minor
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equipment usually have a minimum life of less than three years and are relatively smaller

and subject to storeroom control. Like physicians, capital expenditures are reported at the

hospital level therefore I use revenue share to allocate capital expenditures to the acute care

unit.

Expenditures on supplies per patient day include expenditures on prosthetics, surgical and

anesthetic materials, oxygen and medical gases, pharmaceuticals, food, cleaning supplies, and

instruments and minor medical equipment among others (HCAI Chart of Accounts, 2019).

E. Institutional features of labor markets for nurses and physicians

Many examples in the literature impose timing assumptions over the factors of production

which eliminate the endogeneity problem for inputs for whom choice over the input is assumed

to be made prior to the realization of the productivity shock in the period (“fixed” inputs). I

argue that these timing assumptions are unreasonable in my setting and I consider all three

inputs to be “flexible” and chosen in the same period in which they are used. Separately, I

assume that nurse and physician labor are “dynamic” but patient severity is “nondynamic”

implying that there are no fixed costs of changing the Case Mix Index but there can be fixed

hiring or firing costs of labor.

The market for healthcare professionals is notably rigid relative to other sectors with

the fill rate in healthcare and education services – the ratio of hires to job vacancies –

remaining stable around 0.7 during the early 2000s compared to 1.3 over the same period

for total nonfarm occupations (noa, 2019). Furthermore, significant rigidities may exist due

to unionization – fifty percent of nurses employed in a California hospital during the sample

period reported being unionized (Raja, 2023).

The low fill rate in the industry and documented search costs in the market for healthcare

professionals suggest non-negligible fixed costs of hiring. Significant unionization among

nurses and the complexity of hospital-physician group contracting suggests that there may

be additional fixed costs associated with termination. These features of the input markets

indicate the presence of adjustment costs. Prior work in this literature has also accounted

for the adjustment costs in hiring healthcare workers when modeling production (Lee et al.,

2013, Grieco and McDevitt, 2017).

Yet even in this relatively rigid labor market the “time-to-hire” from the initial search to

the contract date falls well below the one year mark indicating that nurses and physicians

should be considered flexibly chosen at t.41 Recent survey evidence from organizations

participating in physician search suggests that the upper bound on time from search to

contract signing was slightly under one year for the longest specialties (urology, neurology)

41While there are some exceptions among physicians – for example, teaching hospitals must determined the numbers of
residents and fellows at least one year in advance – this is not true for the average physician.
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with the average time to fill a physician vacancy being four months (Gradney, 2023). The

nursing labor market is less rigid than the physician market with time-to-hire periods for

hospital nurses ranging from two-and-a-half months for the labor and delivery unit to just

over three months for the medical/surgical unit (noa, 2024).

F. Threats to identification from external instruments

In Section 3, I show the relevance of the mandate as a shifter of nurse labor. I argue

that CAH conversion is relevant because it limited the participant hospitals’ length of stay

and consequently case mix. Prior work has shown that CAH conversion did not change

the composition of inpatient services but participant hospitals were incentivized to engage

in selective admissions or transfer severe patients to other hospitals leading to changes in

case mix (Schoenman and Sutton, 2008). Participant hospitals may “make more strategic

admission decisions in order to ensure that they remain within the program limits on average

length of stay (i.e., they would be less likely to admit a patient whose LOS is expected to be

much longer than the average target LOS)” (Schoenman and Sutton, 2008). I corroborate

the reduction in length of stay and increase in the patient health index using my data set.

The treatment indicator that I use for CAH conversion takes on a value of one if the

hospital ever converted to a CAH hospital and zero otherwise. This indicator is interacted

with an indicator variable for whether the year is post-CAH conversion for the given hospital.

The staggered treatment dates require the inclusion of year fixed effects rather than a post-

period indicator variable to isolate the exogenous shift in inputs.

I investigate threats to identification from the mandate and CAH conversion events

whereby the events may have affected hospital productivity independently of their effects

on input use and case mix. Raja (2023) finds that the mandate led to reduced capacity,

increased bed utilization rates, increased share of lower-licensed nurses, and a reduction in

length of stay at treated hospitals. Raja (2023) does not find any effects on input use in the

intensive care unit or on the number of admissions.

I argue that it is unlikely for increased bed utilization to impact quality conditional on

per patient resource use. Given that the mandate led to an increase in lower-licensed and

younger nurses, the quality effects estimated based on the mandate period may underesti-

mate the effect of nurse additions made in other periods and overestimate the within-hospital

misallocation. The endogeneity issue with length of stay is when there is evidence of pre-

mature discharge – patients being discharged “quicker and sicker” to the detriment of their

health – in which case the mandate leading to lower length of stay may affect quality directly

rather than through labor or case mix.

Schoenman and Sutton (2008) document the effects of hospital enrollment in the CAH

program finding that it led to reductions in the capacity, number of discharges, length of
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stay, and number of personnel in addition to changes in the DRGs of admitted patients.

Reductions in capacity or number of personnel are unlikely to impact quality conditional on

the per patient resource use. Length of stay is an issue for the same reason as under the nurse

staffing mandate. The number of discharges may also be an issue if there are unmeasured

quality returns to scale as found in Dingel et al. (2023).

To address the possibilities that length of stay or patient volumes are omitted variables,

I estimate first-stage regressions with length of stay and number of discharges as dependent

variables to determine whether they are shifted by the instrument vector. These are shown

in Appendix Table A.6. The F-statistics indicate a weak first-stage but to follow-through

with the possibility I estimate versions of the model that make average length of stay and

number of discharges observable. I find that neither length of stay nor patient discharges are

statistically significant at the ten percent level and that the coefficients on the other inputs

remain statistically significant and similar in magnitude to the model without length of stay

or patient discharges. 42

42These findings are not inconsistent with Dingel et al. (2023): first, the instruments that I use are weak shifters of patient
discharges in the first-stage because the focus of my empirical strategy is not in estimating returns to scale; second, there
are differences in setting: I focus solely on acute inpatient care, which relative to outpatient services has a larger share of
emergency rather than elective procedures and I aggregate across rare and common procedures. Returns to scale are larger for
rare procedures which can be scheduled in advance.
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Table A.3: First-Stage – Log Inputs

(1) (2) (3)
Log nurses Log physicians Log patient health

L1 Log nurses per patient 0.512∗∗∗ 0.199∗∗ 0.009
(0.035) (0.079) (0.011)

L1 Log physicians per patient 0.034∗ 0.713∗∗∗ 0.007
(0.020) (0.044) (0.006)

L1 Log patient health -0.213∗ 0.106 0.781∗∗∗

(0.116) (0.260) (0.036)

L1 Log nurses x L1 Log patient health 0.061 -0.094 -0.018
(0.077) (0.172) (0.024)

L1 Log nurses x L1 Log physicians -0.008 -0.041∗∗∗ -0.003
(0.007) (0.015) (0.002)

L1 Log physicians x L1 Log patient health 0.037 0.058 -0.025∗∗

(0.039) (0.086) (0.012)

Log (0.25 - pre-mandate ratio) x Post-mandate 0.942∗∗∗ 0.883 0.216∗∗

(0.320) (0.715) (0.099)

L1 Log physicians x Mandate interact 0.353∗ -0.712 0.007
(0.194) (0.434) (0.060)

L1 Log patient health x Mandate interact 0.589 -1.840 0.250
(0.786) (1.757) (0.244)

Critical Access Hospital x Post-enrollment 0.023 -0.072 0.016∗∗

(0.025) (0.056) (0.008)

Observations 2,496 2,496 2,496
R2 0.778 0.829 0.959
Within R2 0.286 0.355 0.555
Mean 2.916 4.613 0.921
F-Statistic 90.758 124.737 282.398
Sanderson-Windmeijer F-Statistic 31.91 14.77 105.85
Hospital Fixed Effects ✓ ✓ ✓
Year Fixed Effects ✓ ✓ ✓

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table A.4: First-Stage – Log Inputs Squared

(1) (2) (3)
Log nurses sq. Log physicians sq. Log health sq.

L1 Log nurses per patient 0.954∗∗∗ -0.222 0.008
(0.077) (0.263) (0.006)

L1 Log physicians per patient -0.022 1.756∗∗∗ -0.000
(0.043) (0.147) (0.003)

L1 Log patient health -0.305 1.338 0.020
(0.254) (0.863) (0.018)

L1 Log nurses x L1 Log patient health 0.016 -0.523 -0.129∗∗∗

(0.168) (0.569) (0.012)

L1 Log nurses x L1 Log physicians 0.016 0.013 -0.002∗

(0.015) (0.051) (0.001)

L1 Log physicians x L1 Log patient health 0.072 -0.300 -0.035∗∗∗

(0.084) (0.286) (0.006)

Log (0.25 - pre-mandate ratio) x Post-mandate 0.308 1.729 0.036
(0.698) (2.367) (0.051)

L1 Log physicians x Mandate interact 0.701∗ -1.542 -0.040
(0.424) (1.438) (0.031)

L1 Log patient health x Mandate interact 0.940 -3.361 0.578∗∗∗

(1.715) (5.820) (0.125)

Critical Access Hospital x Post-enrollment 0.115∗∗ 0.085 0.004
(0.054) (0.184) (0.004)

Observations 2,496 2,496 2,496
R2 0.770 0.806 0.916
Within R2 0.259 0.313 0.245
Mean 3.330 15.035 1.037
F-Statistic 79.383 103.277 73.654
Sanderson-Windmeijer F-Statistic 179.11 13.90 34.54
Hospital Fixed Effects ✓ ✓ ✓
Year Fixed Effects ✓ ✓ ✓

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table A.5: First-Stage – Log Inputs Interacted

(1) (2) (3)
Nur. x Phys. Nur. x Patient health Phys. x Patient health

L1 Log nurses per patient 0.260∗∗ 0.023 0.055∗∗

(0.109) (0.014) (0.024)

L1 Log physicians per patient 0.311∗∗∗ 0.016∗∗ 0.040∗∗∗

(0.061) (0.008) (0.013)

L1 Log patient health 0.031 0.285∗∗∗ 0.342∗∗∗

(0.356) (0.047) (0.078)

L1 Log nurses x L1 Log patient health -0.086 0.541∗∗∗ -0.148∗∗∗

(0.235) (0.031) (0.051)

L1 Log nurses x L1 Log physicians 0.103∗∗∗ -0.006∗∗ -0.018∗∗∗

(0.021) (0.003) (0.005)

L1 Log physicians x L1 Log patient health -0.032 -0.028∗ 0.592∗∗∗

(0.118) (0.016) (0.026)

Log (0.25 - pre-mandate ratio) x Post-mandate -1.050 0.395∗∗∗ 0.110
(0.978) (0.130) (0.214)

L1 Log physicians x Mandate interact 2.132∗∗∗ -0.009 0.171
(0.594) (0.079) (0.130)

L1 Log patient health x Mandate interact -1.504 2.322∗∗∗ 0.963∗

(2.405) (0.320) (0.526)

Critical Access Hospital x Post-enrollment -0.076 0.022∗∗ 0.027∗

(0.076) (0.010) (0.017)

Observations 2,496 2,496 2,496
R2 0.810 0.949 0.940
Within R2 0.322 0.580 0.483
Mean 5.252 0.908 0.865
F-Statistic 107.472 313.348 211.926
Sanderson-Windmeijer F-Statistic 19.35 51.06 88.22
Hospital Fixed Effects ✓ ✓ ✓
Year Fixed Effects ✓ ✓ ✓

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table A.6: First-Stage – Other Inputs

(1) (2)
Log discharges Log length of stay

L1 Log nurses per patient 0.012 0.012
(0.054) (0.019)

L1 Log physicians per patient -0.021 0.012
(0.029) (0.010)

L1 Log patient health 0.100 -0.380∗∗∗

(0.169) (0.060)

L1 Log nurses x L1 Log patient health -0.327∗∗∗ 0.094∗∗

(0.112) (0.040)

L1 Log nurses x L1 Log physicians -0.007 -0.002
(0.010) (0.004)

L1 Log physicians x L1 Log patient health 0.051 0.022
(0.057) (0.020)

Log (0.25 - pre-mandate ratio) x Post-mandate -0.270 0.449∗∗∗

(0.491) (0.174)

L1 Log physicians x Mandate interact 0.512∗ -0.245∗∗

(0.291) (0.103)

L1 Log patient health x Mandate interact 5.457∗∗∗ 1.357∗∗∗

(1.158) (0.409)

Critical Access Hospital x Post-enrollment -0.112∗∗∗ -0.020
(0.040) (0.014)

Observations 2,431 2,431
R2 0.958 0.833
Within R2 0.023 0.053
Mean 4462.990 3.490
F-Statistic 5.138 12.440
Hospital Fixed Effects ✓ ✓
Year Fixed Effects ✓ ✓

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table A.7: Elasticities of Substitution - Nurses and Patient Health

Percentiles of Distribution

Nurses per 1,000 Patient Days 10th 25th 50th 75th 90th

1.5 –3.609 0.277 1.024 2.929 7.474
2 –3.279 –1.517 0.038 0.493 1.992
2.5 –1.135 –0.580 –0.302 0.053 0.391
3 –0.391 –0.290 –0.158 –0.030 0.079
3.5 –0.082 –0.082 –0.082 –0.082 –0.082
4 0.002 0.010 0.044 0.075 0.086

Notes: In this table, I present the percentiles of the distribution of elasticities of sub-
stitution derived using Equation 7 for each hospital-year in my sample with positive
marginal products for nurses and patient health. At low levels of nurses we see that
there is significant substitutability between nurses and patient health but this dimin-
ishes quickly.
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Table A.8: Hospital Characteristics by Staffing Quartile Absent Any Regulation

Cost-Minimization Model

Quartile Health Prod. Patient days Nurse wage ’05 Phys. salary ’05 Nurses Phys.

Top 25 0.77 0.94 36,075 35 221,181 2.03 0.70
50-75 0.92 0.93 24,881 34 221,983 1.42 0.51
25-50 1.01 0.93 15,888 31 218,424 1.10 0.40
Bottom 25 1.09 0.96 16,084 34 212,554 0.73 0.26

Data

Quartile Health Prod. Patient days Nurse wage ’05 Phys. salary ’05 Nurses Phys.

Top 25 0.90 0.93 25,760 33 215,901 3.41 1.18
50-75 0.93 0.93 27,729 35 221,503 2.90 1.32
25-50 0.94 0.94 26,295 32 224,298 2.55 1.37
Bottom 25 0.99 0.93 22,332 32 214,990 2.07 1.18

Notes: This table shows the average values of health, acute patient days, nurse and physician wages, and
nurses and physicians per 1,000 patient days for each nurse staffing quartile. In the top panel, the average
values are based on the nurse and physician staffing levels from the cost-minimization model and in the bottom
panel, the values are based on the data for the observed incidence of the mandate.
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Table A.9: Correlation Between Estimated Productivity and Input Use, Quality, and Revenues Per Day

(1) (2) (3) (4) (5) (6)
Log nurses Log physicians Log patient health Log NR Rate Log revenues per day Log patient care costs per day

Estimated productivity, ω̂ht 0.214** 0.706** 0.105 0.607*** -0.202 0.455***
(0.103) (0.310) (0.087) (0.010) (0.221) (0.146)

Observations 2,496 2,496 2,496 2,496 2,496 2,479
R2 0.292 0.004 0.014 0.608 0.425 0.461
Within R2 0.002 0.002 0.001 0.598 0.000 0.004
Hospital Fixed Effects
Year Fixed Effects ✓ ✓ ✓ ✓ ✓ ✓

Notes: This table presents the correlations between estimated productivity and input use, quality, and costs and revenues per patient day.

Table A.10: Correlation Between Estimated Productivity and Hospital Type

(1) (2) (3) (4) (5) (6)
Log NR Rate ω̂ht Log NR Rate ω̂ht Log NR Rate ω̂ht

Teaching hospital -0.005*** -0.014***
(0.002) (0.003)

Small and rural hospital -0.011*** -0.012***
(0.002) (0.002)

Not-for-profit owned -0.004* -0.012***
(0.002) (0.002)

Government owned -0.009*** -0.015***
(0.002) (0.003)

Observations 2,704 2,496 2,704 2,496 2,704 2,496
R2 0.029 0.031 0.041 0.032 0.033 0.032
Within R2 0.003 0.012 0.015 0.013 0.007 0.013
Hospital Fixed Effects
Year Fixed Effects ✓ ✓ ✓ ✓ ✓ ✓

Notes: This table presents the correlations between estimated productivity and risk-adjusted quality and hospital type. Teaching hospitals and small
and rural hospitals have lower quality and productivity relative to their counterparts. Not-for-profit and government-owned hospitals have lower
quality and productivity relative to investor-owned hospitals.
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